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SPATIAL MARKETING RESEARCH:
LEVERAGING 3D VIRTUAL AND INTERACTIVE SPACES TO STUDY

MARKETING PHENOMENA

ABSTRACT

Research on spatial technologies is expanding rapidly but remains fragmented across diverse
literature streams such as metaverse studies, virtual retail simulations, and virtual twins. As a
result, their full value for marketing science remains unclear, limiting broader adoption. To
overcome this limitation, the authors introduce spatial marketing research as a comprehensive
approach for studying marketing phenomena within three-dimensional, virtual, and interactive
spaces (3VIS). Drawing on an extensive literature review, they identify four distinct value
streams through which 3VIS can advance marketing research: as a research object, application,
method, and economical means. To help scholars realize this potential, the authors develop a
methodological framework grounded in activity theory, which conceptualizes 3VIS through
three core elements: 3D environments (e.g., virtual worlds), interacting entities (e.g., avatars),
and access devices (e.g., headsets). This framework clarifies key trade-offs, such as open vs.
closed virtual worlds, generic vs. customized entities, and 2D vs. 3D access. The authors further
extend this framework into a step-by-step process model that helps researchers design 3VIS
studies tailored to research projects’ idiosyncratic validity demands, data needs, and resource
constraints. Collectively, the paper contributes (1) a value creation typology and (2) a

methodological framework to enable more impactful spatial marketing research.

Keywords: spatial marketing; metaverse; virtual worlds; virtual reality; mixed reality;

marketing research; digital twins.
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Spatial technologies like virtual reality (VR) and mixed reality (MR) are reshaping the business
and marketing landscape, enabling new forms of collaboration, industrial applications,
entertainment, and education (Bainbridge 2007; Goémez-Zara, Schiffer, and Wang 2023; Tao
and Qi1 2019). Leading tech companies promote their visions for these technologies under terms
like spatial computing (Apple 2023), metaverse (Meta 2025), and omniverse (NVIDIA 2025).
While trillion-dollar market projections have not yet been realized, spatial technology adoption
is accelerating; in 2024, for example, metaverse-related revenue reached $105 billion USD,
one quarter of which stemmed already from industrial applications (Elmasry et al. 2022; Grand
View Research 2024). In addition, sales of VR and MR headsets grew by 10% in 2024,
reaching almost ten million annual shipments (Ubrani, Llamas, and Reith 2025).

Reflecting the growing interest in spatial technologies, academic research in this area has
clearly accelerated. Our review of leading journals in business, psychology, sociology,
education, engineering, and the general sciences reveals that research output is expanding
rapidly: we identified 2,355 relevant articles, 42% of which were published after June 2019.
Marketing scholars are increasingly active in this space, studying topics such as virtual product
evaluations (Harz, Hohenberg, and Homburg 2022), social interaction in the metaverse
(Hennig-Thurau et al. 2023), haptic and auditory sensing (Luangrath et al. 2022; Ringler,
Sirianni, and Christenson 2021), and spatial perception (Esteky 2022). Yet despite this
momentum, the field remains highly fragmented. Our analysis empirically demonstrates this,
identifying twelve distinct, siloed clusters that span domains ranging from video games and
metaverse experiences to VR retail and virtual manufacturing.

While such disconnectedness is unsurprising given the novelty of spatial technologies, it
complicates scholarly exchange and hinders the cumulative progress of the field. For marketing
research, this fragmentation poses several persistent challenges. Chief among them is the lack

of a shared understanding of the value these technologies can provide, even though all
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marketing studies using spatial technologies rely on the same fundamental research mechanics:
whether the focus is the metaverse, virtual retail stores, or digital twins, all such studies must
configure what we term three-dimensional virtual and interactive spaces (3VIS). In practice,
this involves constructing such spaces and populating them with research subjects who can
navigate and interact within them. As the empirical context for spatial marketing studies, 3VIS
share three defining features (a) a depth dimension, distinguishing them from the flat interfaces
of websites and apps; (b) virtuality, as they simulate physical environments through computer-
generated representations (Cambridge Dictionary 2025); and (c) interactivity, enabling two-
way exchanges between users and the environment (Quiring and Schwaiger 2008). In addition,
prior work highlights that many marketing scholars using spatial technologies struggle to
design their studies effectively (Bamberger, Reinartz, and Ulaga 2025; Kaplan and Haenlein
2024). The key reason behind these struggles is that 3VIS present a wide range of configuration
options—from the type of virtual world to avatar design to whether (and which) VR headset
should be used—each involving difficult trade-offs. Even after navigating these design
challenges, researchers still face uncertainty over whether their chosen setup meets academic
standards of rigor and relevance. In short, scholars currently lack clear design guidance and
methodological standards.

To address these issues, this paper introduces spatial marketing research, which we define
as all scholarly investigations of marketing topics conducted within 3VIS. In essence, spatial
marketing research offers an integrative approach to studying marketing phenomena across
diverse research streams that make use of 3VIS. This includes work on the metaverse, virtual
shopping environments, consumer behavior in 3D contexts, virtual twins, and related areas.
Building on this foundation, we seek to answer the following research questions:

RQ1: What types of value can 3VIS generate for marketing research?

RQ2: How to conduct high quality 3VIS studies for marketing research; in particular:
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a) What are the core design elements, and what trade-offs do they involve?
b) What process steps should scholars follow to reach adequate designs?

In answering these questions, this investigation makes several contributions. First, we
introduce a research typology delineating the types of value that spatial marketing research can
generate. Blending existing conceptual work in other areas with the findings of our literature
analysis, we identify four general value streams of spatial marketing research: (1) 3VIS as a
research object, where scholarly value is created through the study of phenomena and
relationships specific to virtuality; (2) 3VIS as an application, where value results from
generating novel solutions for marketing challenges related to physical spaces by harvesting of
3VIS’s unique features; (3) 3VIS as a method, which creates value by boosting the validity of
studies about physical spaces, using 3VIS as a proxy for research methods applied in the ‘real
world’; and (4) 3VIS as an economical means, which—compared to traditional research
designs used in ‘real-world’ settings—reduces the costs and efforts of research on physical
spaces. We intend this research typology to spark the imagination of researchers interested in
generating new marketing insights from working with 3VIS.

Second, we develop a methodological framework that provides guidance for effectively
implementing spatial marketing research. While substantial guidance exist for empirical
research in physical environments (Gneezy 2017; Hulland, Baumgartner, and Smith 2017;
Rindfleisch et al. 2008) and some for two-dimensional digital spaces (Boegershausen et al.
2022; Lamberton and Stephen 2016; Yadav and Pavlou 2014), no existing resources yet
address the unique challenges of 3VIS research, that is: to achieve the most appropriate
configuration of 3VIS tailored to the idiosyncratic needs of a research project. Our
methodological framework, which we triangulated from activity theory and design science
research insights, an extensive literature analysis, and over ten years of the authors’ experience

in running 3 VIS studies, contains both a design model and a process-step model. For the design
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model, we highlight three core elements essential to effective spatial marketing research:
creating a virtual 3D environment, populating it with interacting entities, and enabling
participant access through appropriate devices. We systematically outline the options
researchers need to carefully choose from when configuring the 3VIS elements and provide
actionable categorizations to simplify decision-making.

With the process model, we specify this framework in terms of three key decisions that
researchers need to make subsequently: (1) determining whether a 3VIS study can create value
for a particular project, (2) specifying the 3VIS requirements considering a project’s
idiosyncratic characteristics in terms of validity requirements, data needs, and resource
constraints, and (3) translating these project-specific requirements into an adequate 3VIS
configuration, avoiding both 3VIS under-specification and overpowering. We provide
examples to demonstrate practical applications and offer targeted recommendations as well as
a spatial data platform and a tutorial to aid marketing researchers in collecting and working
with spatial data. Our methodological framework may help marketing scholars to better
leverage the opportunities provided by 3VIS to generate lifelike (or even larger-than-life),
controlled, data-rich environments (Bainbridge 2007; Gomez-Zara, Schiffer, and Wang 2023)
in a rigorous and resource effective manner.

The remainder of this manuscript is structured as follows. We begin with empirically
typologizing research from multiple disciplines related to 3VIS, which leads to the
identification of four general value streams applicable to marketing scholars. We then derive
our design framework of spatial marketing research to identify potential configurations and our
step-by-step process model to guide marketing scholars in determining the adequate 3VIS
configuration for their research. In concluding, we discuss the implications for future research

and non-academic audiences.
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RQ1: INTEGRATIVE TYPOLOGY OF SPATIAL MARKETING RESEARCH

To address our first research question—what types of value 3VIS can generate for marketing
research—we empirically extract key topics from existing 3VIS studies in marketing and
related disciplines and assess the current level of integration across this work. Integration is
essential for generating value in scientific inquiry (Maclnnis 2011). Identifying central 3VIS
research topics both within and beyond marketing is therefore important for transferring extant
knowledge into spatial marketing research. Building on this foundation, we develop a research
typology that outlines the pathways through which spatial marketing research can create value,
blending our empirical extraction with Fox, Arena, and Bailenson’s (2009) historical typology

of virtual environments, which we augment and adapt for the marketing context.

What Has Been Studied: Key Topics of Extant 3VIS Research

We began our review of extant 3VIS research by searching 289 scholarly journals in marketing
and other business disciplines, information systems, economics, and selected general science
outlets, based on the 70th edition of Harzing’s Journal Quality List (Harzing 2023), which
collates 11 different journal rankings (see Web Appendix A for the full list of journals
included). Search terms covered key concepts related to 3VIS (i.e., VR, MR, AR, virtual
worlds, metaverse, digital twins, video games, as well as variations of those terms) over the
period 1969-2024. We combined an automated search of article titles and abstracts on
EBSCOhost with a manual deep search of FT50 journals to minimize omissions. After
removing erroneous matches (e.g., search terms appearing only in references) and duplicates,
we identified 2,355 relevant articles.

The results reveal a clear upward trajectory of 3VIS research across disciplines, mirroring
the rising economic and societal interest in spatial technologies (see Web Appendix B).
Notably, more than half of the captured articles were published since 2019, coinciding with the

launch of the first Meta Quest VR headset (originally Oculus Quest). Marketing and
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communication journals' account for 26.7% (629) of all 3VIS articles, including 50
publications in marketing’s five FT50 journals (i.e., Journal of Consumer Research, Journal of
Marketing, Journal of Marketing Research, Journal of the Academy of Marketing Science, and
Marketing Science).

To extract key topics from this identified literature base, we applied a text-mining, NLP-
based clustering approach. Specifically, we analyzed the titles and abstracts of the 2,355
compiled articles using the BERTopic framework (Grootendorst 2022), which leverages state-
of-the-art LLM embeddings (see Web Appendix C for details). This analysis revealed 12 topic
clusters of extant 3VIS research, which are displayed in Figure 1 within a two-dimensional
map. Based on their positioning in this map, we condensed the clusters into four broader topical
areas. The first key topic covers three clusters that broadly deal with industrial 3VIS
applications; the second key topic combines two clusters that study virtual collaboration
dynamics; the third key topic encompasses two clusters which focus on different facets of video
games ecosystems; and the fourth key topic represents three clusters that analyze immersive
consumer experiences and commerce. All four areas have at least some relevance to marketing
research, as evidenced by contributions from marketing scholars. Together, these areas account
for 1,622 publications, or roughly 70% of the identified articles. By contrast, the two remaining
clusters (i.e., neuroscience studies on memory processes and technology-focused work on
virtual/edge computing) are highly disciplinary and thus excluded from our review.

As Figure 1 illustrates, the 12 topic clusters show little overlap, with considerable distances
between them, underscoring the high degree of fragmentation in extant 3VIS research. This

fragmentation highlights the importance of spatial marketing research as an integrative

Two coders independently assigned each journal to one of eight mutually exclusive areas: Marketing &
Communication, Economics, Finance & Accounting, Information Systems & Computer Science, Policy,
Sustainability & Society, Management & Organization, Operations, Supply Chain & Decision Sciences,
Innovation & Entrepreneurship, or General Science. The coders sought agreement throughout the process and
discussed edge cases until consensus was reached.
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approach to harnessing insights from across clusters for marketing scholarship (for the

epistemic value of integration, see Kindermann et al. 2024; Maclnnis 2011).

Figure 1. 3VIS Topics Map
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Key topic 1: industrial 3VIS applications. This topic area includes studies that address the
transformation of industrial settings by spatial technologies. Prominent issues are digital twin
technologies, virtual manufacturing, and virtual healthcare. Publications often build on
context- and industry-specific literature and applications such as computer science,
engineering, and medicine. Main contributions deal with how spatial technologies and real-
time data integration can transform existing value creation processes (Albini et al. 2023, Zahedi
et al. 2022) and how professionals can be trained with spatial technologies (Islam and Brunner
2019; Wolfartsberger et al. 2023). The topic represents 488 articles (=30.1% of all in key
topics), with marketing hardly represented; only 8 (= 1.6%) of these articles have appeared in
marketing and communication journals.

Key topic 2: virtual collaboration dynamics. Research within this topic area examines the

role of technologies in shaping how individuals interact and collaborate in teams or as agents
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within virtual spaces. A regular theme is the role of virtual environments for team collaboration
(Poppe et al. 2017), dynamics (Goh and Wasko 2012), and overall task effectiveness (Pridmore
and Phillips-Wren 2011); while some studies deal with spatial environments (e.g., Aliman,
Hennig-Thurau, and Henke 2024), several apply the term virtual to two-dimensional settings
such as videochats. Another frequent issue is avatars, as virtual representations of users in
computer-generated spaces (Miao et al. 2022). Scholars have examined the roles of avatar
realism (Kim, Lee, and Chung 2023) and appearance (Lv et al. 2023), the potential of using
avatars in service encounters (Verhagen et al. 2014), as well as their impact on user behaviors
and perceptions (Bailenson and Yee 2005). This key topic contains 449 articles (=27.7%), with
a decent representation of marketing and communication scholars which contribute 113 of
these articles (= 25.2%).

Key topic 3: video games ecosystems. Research in this area covers various facets of the
video game industry, a pioneering and financially substantive field of spatial technology, with
now close to $200 billion in annual revenues (Buijsman et al. 2024). Exploring issues such as
platform dynamics, their impact on users, and central user facets of gaming behavior, this
research contributes to our understanding of 3VIS by offering insights into how consumers
behave in commercial virtual worlds (Huang, Jasin, and Manchanda 2019), and the intricacies
surrounding the effective design of those worlds and their business models (Li et al. 2023; Mai
and Hu 2022). Although many of the worlds researched in this area are three-dimensional and
interactive, they are usually accessed via lower-immersive devices such as PCs and consoles
instead of high-immersive VR headsets. Gaming researchers have also studied potential
adverse effects of virtual activities on consumers, mostly with a focus on violent content
(Sheese and Graziano 2005). Research in this cluster demonstrates a rich understanding of

3VIS and their monetary opportunities, at least about hedonic/gaming content. This topic
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covers 328 articles (=20.2%), including 88 marketing and communication articles (= 26.8% of
the topic).

Key topic 4: immersive consumer experiences and commerce. Research in this area
explores how firms can generate value at the firm-customer interface with spatial technologies
and the ‘metaverse,” a heterogeneously defined concept with social interactions in virtual
environments at its core (Barrera and Shah 2023). Focal contributions help understanding how
spatial technologies impact managerially relevant consumer behavior (e.g., brand love,
Rauschnabel et al. 2024; Huang 2019), how virtual environments can be designed effectively
for consumers (e.g., through multisensory elements, Cowan et al. 2023), and how the metaverse
and related technologies can be expected to impact the future of consumers (Hennig-Thurau,
Herting, and Jiitte 2024) and businesses (Harz, Hohenberg, and Homburg 2022; Wedel, Bigné,
and Zhang 2022). The marketing studies—which dominate this topic—are fragmented in that
they lack a common overarching structure when it comes to integrating existing finding,
particularly those from other disciplines and key topics (e.g., engineering with virtual twins,
media research on constructs like presence, as a consumer’s sense of “being in a mediated
space”, Biocca 1997, p. 18). 357 articles (22.0%) are represented by this topic, with most of

them (256, or 71.7%) having appeared in marketing and communication journals.

Value Streams of 3VIS Research

How can studies of 3VIS create value for marketing scholars, and how frequently is each value
stream targeted in existing research? To address this question, we adapt and refine Fox, Arena,
and Bailenson’s (2009) historical conceptualization of virtual environments from media
science. We distinguish four roles of 3VIS in research: as object, as application, as method,
and as economical means.

Creating scholarly value by using 3VIS as object. This value creation stream focuses on

insights into virtual spaces and the concept of “virtuality,” with 3VIS constituting the research

10
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object. Research in this stream creates scholarly value by creating new knowledge about
phenomena which are essential for 3VIS and often unique for them, as well as about the
relationships among those phenomena and 3 VIS users. Topics covered in this stream include
avatars (Miao et al. 2022), social presence in virtual environments (Cummings and Bailenson
2015), or virtual consumption (Jung and Pawlowski 2014). By focusing on the distinctive
nature of virtual spaces and their perception by or effects on consumers, this stream advances
the understanding of user behavior and its economic impact in virtuality.

Creating value by using 3VIS as application. Unlike the first stream, the other three
streams all use 3 VIS to learn about the ‘real world’. Specifically, this second stream builds on
the idea of using 3VIS as application which substitutes or extends applications rooted in real-
world environments to solve challenges. Researchers study the use of 3VIS as a tool or solution
to improve existing approaches that are usually carried out in physical (or two-dimensional
digital) environments. Topics covered in this stream are multifarious; they include the study of
objects (Harz, Hohenberg, and Homburg 2022) or environments (Bhagwatwar, Massey, and
Dennis 2018) that do not exist yet in the physical reality. This stream creates value by
substantively expanding research ideas rooted in physical reality.

Creating value by using 3VIS as (superior) method. This and the fourth stream are
methodological in nature. In this case, 3VIS serve as alternatives to established methods in
physical settings (e.g., lab studies) or two-dimensional digital settings (e.g., vignette studies),
with the goal of enhancing validity and thereby generating higher-quality findings. Scholars
using 3VIS as a superior method leverage the unique properties of 3VIS to test theories in
controlled yet ecologically valid environments, often by creating virtual replications of real-
world contexts. Such studies allow researchers to examine effects under novel boundary

conditions such as consumer characteristics’ moderating role in retail settings (Sarantopoulos

11
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et al. 2019) or to combine granular behavioral tracking with A/B testing capabilities that mirror
real-world consumer decision-making (Bainbridge 2007).

Creating value by using 3VIS as economical means. The fourth and final stream also
considers 3VIS as a methodological alterative to existent empirical research designs but
focuses on the economic side of science. By reducing the need for resource-intensive field
experiments, this pathway aims to enable scalable and cost-effective research while
maintaining rigorous methodological standards. For instance, virtual simulations allow
researchers to test complex retail or factory layouts before implementing costly real-world

changes (DeHoratius et al. 2025; Massara, Melara, and Liu 2014).

Blending 3VIS Key Topics and Value Streams

Through our exploratory quantitative analysis of the 3VIS literature, we identified four key
topical areas: (1) industrial 3VIS applications, (2) virtual collaboration dynamics, (3) video
game ecosystems, and (4) immersive consumer experiences and commerce. Adapting a
historical conceptualization from media science, we then derived four value streams through
which 3VIS studies can advance marketing science. In this section, we integrate these insights
into an empirically grounded research typology that addresses our first research question. Table
1 summarizes this typology, blending the four value streams of 3VIS research with the four
topical areas identified above and illustrating each cell with exemplary studies.

Based on this synthesis, we further quantify the extent to which prior research in general,
and marketing scholarship in particular, has focused on each cell. To identify the respective
share of studies among 3 VIS research each value stream-topic cluster combination contributes
and the prominence of marketing contributions to it, we used a large-language model (i.e.,
ChatGPT 5), providing it detailed information about the four value streams and asking it which
of the streams an article based on abstract and title employed to create value; results could vary

between all four streams and none of them (Web Appendix C also contains details about this).

12
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Table 1. Research Typology: 3VIS Key Topics and Value Streams

3VIS

Value Streams

Learning about
“Virtuality”

Learning about
“Reality”

(1) 3VIS as Object: Studying
phenomena and relationships

(2) 3VIS as Application: Findings
solutions and tools

(3) 3VIS as (Superior) Method:
Boosting research validity

(4) 3VIS as Economical Means:
Reducing research costs

Key Topics (50.6%/ 79.6%) (41.2%/ 28.4%) (6.2%/ 7.1%) (4.4%/ 1.5%)
. e.g., DeHoratius et al. (2025)
e.g., Padmanaban et al. (2017) ¢ GISIG.r ?t al. (2921) usea conduct a real-effort task in a VR
. e.g., Wolfartsberger et al. (2023)  virtual training environment to . .
. study how near-eye displays .S . . experiment to study execution
Industrial 3VIS . . . benchmark traditional and virtual ~ understand, by analyzing ; ) ) .
oo using computational optics . ) . failures in retail supply chains,
applications enhance users’ vision in training methods to improve behavioral data from VR leveraging VR to avoid the
(30.1%) learning outcomes in assembly headsets, what determines ging

Virtual collaborations
dynamics
(27.7%)

Video games ecosystem
(20.2%)

Immersive consumer
experiences and
commerce

(22.0%)

virtual worlds. (13.3%/
50.0%)

e.g., Miao et al. (2022)
develop a taxonomy of avatars
and suggest how avatars can
be used in marketing. (68.8%/
87.7%)

e.g., Borowiecki and Prieto-
Rodriguez (2014) discuss
features of video games and
investigate video game usage.
(46.6%/ 56.8%)

e.g., Hennig-Thurau et al.
(2023) examine how social
interactions in the metaverse
generate value. (82.1%/
86.3%)

processes. (79.9%/ 37.5%)

e.g., Moffet et al. (2021) expand
communication theories to
accommodate technological
advances like VR to inform
effective, efficient, and
experiential communication
design. (26.1%/ 17.7%)

e.g., Edelblum and Giesler (2025)
conduct a netnographic study of a
VR startup for protests, showing
how virtual environments can
enable playful yet impactful
forms of resistance. (4.9%/ 2.3%)

e.g., Harz, Hohenberg, and
Homburg (2022) derive pre-
launch sales forecasts from virtual
reality simulations of new, not yet
existing durables. (40.6%/ 41.8%)

industrial training success.
(5.5%/ .0%)

e.g., Goode et al. (2014)
examine gift giving behavior
and outcomes related to status-
seeking motivation in a virtual
world, which are often hard to
observe and isolate in real
world contexts. (5.3%/ 2.7%)

e.g., Bielen, Marneffe, and
Mocan (2021) run a virtual
reality criminal trial game to
examine the role of racial bias
in courtrooms. (5.5%/ 3.4%)

e.g., Sarantopoulos et al.
(2019) test the moderating role
of a consumer’s shopping goals
in a retail context with a virtual
store simulation. (8.7%/
10.6%)

logistical costs of field
experiments while retaining high
external validity. (12.5%/ .0%)

e.g., Affinito et al. (2023) use a
VR simulation to examine
intergroup bias, leveraging VR to
enable random assignment that
would not be affordable in real-
world settings. (.2%/ .1%)

e.g., Van Berlo et al. (2021)
conduct a VR experiment to
examine how virtual product
appeal and emotional responses
shape brand responses. (.6%/ .0%)

e.g., Branca, Resciniti, and
Loureiro (2023) study consumers’
evaluation and choices of
packaged products in a VR setting,
finding it to be “efficient”. (2.0%/
2.3%)

Note: Numbers in the Key Topics column indicate the share of all assigned articles (N=1,622) that are assigned to the respective topic; these shares add up to 100%. The
numbers in the cells show the share of each topic/value stream combination within the respective key topic across all scholarly disciplines (before the dash) and among marketing
and communication articles (after the dash). Because several articles were allocated to more than one stream, the shares in the cells do not add up to 100%.
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Notably, 80.7% of the articles were assigned to one or more of the value streams,
substantiating our adapted typology. The majority (60.3%) was assigned to one of the four
value streams, 19.3% contributed to two streams, 1% to three streams and 2 articles to all four
streams.

Overall, extant research has made contributions to all four paths of value creation, though
to different degrees. Most extant research studies 3VIS as object and application; however,
almost 10% of articles also employ 3 VIS to boost validity, and at least 4% to increase research
efficiency. Marketing has demonstrated strong interest in 3VIS phenomena and relationships,
but clearly less so for the methodological value potential of 3VIS; existing methodological uses
often complement authors’ use of 3VIS as a research object or application rather than being
the focus of the research. Correspondingly, interest in value streams also varies between key
topics. While industrial 3VIS studies predominantly create value through the ‘3VIS as
application’ stream and use 3VIS for its economic potential, research about immersive
consumer experiences and commerce and virtual collaborations dynamics are both mainly
interested in 3VIS itself (as ‘object’). The same holds for video game studies, although a
somewhat larger share in this area falls outside the identified value streams.

So far, we introduced the concept of spatial marketing research and developed a typology
that shows how 3VIS studies can leverage this integrative approach to create value for
marketing science. Building on this foundation, the next section addresses our second research
question by deriving a methodological framework that links the identified value streams to
actionable guidance for configuring 3VIS elements in marketing studies. Thus, while our
approach formally falls into the methodological stream of 3VIS research which has so far
received limited attention particularly from marketing scholars, our work also connects to all
four value streams by enabling more powerful studies of 3VIS as objects, as applications to the

physical world, as methodological enhancements, and as cost-efficient research tools.
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RQ2A: DESIGN MODEL FOR SPATIAL MARKETING RESEARCH

To address our second research question—how to create value by conducting high-quality
3VIS studies—we develop a methodological framework composed of two parts: a design
model and a process model. In this section, we introduce the design model (RQ2a). We begin
by outlining our theoretical lens, activity theory, which provides the foundation for identifying

the 3VIS core elements, followed by an analysis of each element in detail.

Development of Design Model

To build a design model for spatial marketing research, we draw on activity theory (Engestrom
1987). This theory views human action as shaped by tools and embedded in a broader social,
material, and contextual system; it has been applied to human-computer interactions and guided
information systems designs (e.g., Nardi 1996). At its core, activity theory holds that human
activity is goal-directed and mediated by tools, unfolding through a dynamic relationship
between a subject (the actor), an object (the focus or problem space), and the artifacts that shape
and support the subject’s engagement with the object (Kaptelinin and Nardi 2006).

In applying activity theory to spatial marketing research, we identify three core elements
that structure and define such activity systems. First, the 3D environment functions as the
object of activity. This may occur in two ways: either as the direct focus of investigation—
when the virtual world itself is under study (the “3VIS-as-object” research stream); or as the
contextual substrate that enables or frames other forms of inquiry, such as studies of social
interaction or collaboration within 3VIS (the “3VIS-as-application/method/means” research
streams). Second, an interacting entity, such as an avatar or other virtual representation of the
researcher or participant, embodies the subject of the activity system; that is, the agent through
whose perspective and goals the activity is carried out. Third, the access device (e.g., a VR
headset) represents the mediating artifact that shapes how the subject perceives, engages with,

and acts upon the object. It is a central enabler of mediated experience, conditioning both the
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possibilities and constraints of the activity. Figure 2 illustrates our design model and names the
respective key trade-offs that spatial marketing scholars are facing regarding each of its core

elements. We will elaborate on these key trade-offs in the subsections below.

Figure 2. Design Model for Spatial Marketing Research
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Core Element 1: 3D Environment

Spatial marketing research requires a computer-generated 3D environment that provides
participants with an immersive habitat for interaction (Gémez-Zara, Schiffer, and Wang 2023).
Today, the range of 3D environments available to researchers is vast: from popular metaverse
platforms such as Horizon Workrooms, VRChat, or Microsoft Mesh (Barrera and Shah 2023)
to bespoke virtual models of diverse physical spaces, including retail stores (Burke 1996;
Peukert et al. 2019) or manufacturing sites (Bamberger, Reinartz, and Ulaga 2025). This
abundance leaves scholars with hundreds of potential options to consider, which differ in
various ways such as aesthetics, functionalities, and governance.

Each design option carries distinct trade-offs in terms of accessibility, realism, and
resource requirements. We systematically reviewed prior 3VIS research and synthesized the
types of 3D environments employed (see Table WA-D1 in Web Appendix D for an overview).
Our analysis indicates that the central trade-off that researchers need to resolve for choosing

an adequate 3D environment lies between customization opportunities and the resources
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required of researchers and participants (i.e., costs, skills, and effort). On this basis, we
differentiate three types of 3D environments: closed virtual worlds, semi-/open virtual worlds,
and custom-built virtual worlds.

Closed virtual worlds are proprietary environments that cannot be altered by users
(including marketing scholars), operate under the owner’s terms and conditions, and are
accessible for free or a predefined fee. Semi-/open virtual worlds allow users to customize
existing code, scenes, and assets within predefined limits. Open virtual worlds provide software
development kits (SDKs) that enable scholars to adapt environments to research needs, whereas
semi-open worlds require project proposals to access their SDK for hosting scenes and assets
on the platform. In contrast, custom-built virtual worlds are developed specifically for
individual research projects and allow unlimited freedom in design and functionality. Such
flexibility, however, comes at a cost: custom-built virtual worlds demand substantial
technological expertise and resources, while closed and semi-/open worlds allow scholars to
leverage the creators’ infrastructure and investments. Custom-built worlds also add friction,
particularly for studies involving social interactions, as enabling multiple participants to join
the same environment remotely is technically demanding and may necessitate travel to
dedicated labs.

To summarize, our analysis revealed that all 3D environments can essentially be allocated
into one of three categories (i.e., closed, open/semi-open, and custom-built virtual worlds).
Ultimately, researchers must balance how much flexibility their study requires with how much
flexibility they can realistically afford. Framing the choice in terms of these categories
simplifies the decision: rather than comparing hundreds of individual platforms, scholars can
first select the most appropriate category and then fine-tune their choice among the available

options within it.
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Core Element 2: Interacting Entity

Interacting entities denote the self-representations of human subjects within a 3VIS, serving as
vessels for subject embodiment (Bailenson, Blascovich, and Guadagno 2008). These entities
facilitate personalized experiences and interactions within the virtual environment and with
other entities, including both user-controlled and scripted characters. Prior research, including
in marketing (Miao et al. 2022), has highlighted that providing adequate interacting entities
poses a significant challenge for 3VIS researchers. This challenge arises from their critical role
in transporting humans into 3VIS and shaping whether behaviors observed in 3VIS resemble
or diverge from those in physical reality (Yee and Bailenson 2007). Indeed, interacting entity
design can determine the success of a 3VIS activity: Siemens, for example, found that its VR
industry training program only became effective after replacing generic avatars with
individualized, human-like representations (Radhakrishnan, Chinello, and Koumaditis 2021).

The range of options available to researchers regarding interacting entities is vast, varying
in terms of representation (e.g., hands vs. full body: Seinfeld and Miiller 2020), customization
(generic vs. personal: Radiah et al. 2023), anthropomorphism (more vs. less human-like:
Cheymol et al. 2023), and realism (stylized vs. photorealistic: Latoschik et al. 2017). To
structure this variety, we analyzed prior 3VIS research aiming to distill the central trade-off
that researchers need to resolve for choosing an adequate interacting entity (Table WA-D2 in
Web Appendix D). Findings reveal that for choosing adequate interacting entities the central
tradeoff relates to choosing between a high level of control and offering a high level of
identification potential with the entity, which can be addressed to varying degrees with generic
entities, self-avatars, and fully customizable entities.

Generic entities include general abstract forms like gloved hands or robotic avatars, which
provide a common, uniform appearance for all participants. These entities are straightforward

to implement and afford researchers a high level of control (Luangrath et al. 2022). However,
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their use may result in lower subject identification, as reported for the Siemens case and by
3VIS scholars (Peng, Cowan, and Lo Ribeiro 2025). Self-avatars aim to capture or approximate
the subject’s actual or desired human appearance. For example, avatar creator Ready Player
Me (https://readyplayer.me/) allow subjects to upload a personal photo to create a somewhat
“realistic” avatar design. Such apps and many metaverse platforms also offer some
customization options, from facial shape to makeup, providing subjects with the ability to fine-
tune their self-avatars. Fully customizable entities offer nearly limitless customization options,
both in breadth (i.e., which aspects of an avatar can be customized, such as face, height, weight,
clothing) and depth (i.e., the range of customization options available for each aspect, such as
the number of available T-shirts), allowing for the highest degree of subject identification but
at the expense of researcher control. Advanced avatar editors in games like Baldur's Gate 3 or
platforms like VRChat enable subjects to adjust minute details or even adopt non-human forms
by importing custom 3D models created in applications like Unity.

Researchers must balance how much control their study requires with how much
identification with the interacting entity they need to motivate the required level of realistic
behavior. This categorization reduces complexity by guiding scholars to choose the right

interacting entity category first, and only then refine their choice within it.

Core Element 3: Access Device

Access devices denote the hardware through which human subjects are immersed into 3VIS.
These devices provide the gateway that enables subjects to control their interacting entity and
engage with the 3D environment. The available range is vast, spanning high-fidelity VR or MR
headsets (e.g., Hubbard 2025; Luangrath et al. 2022), surround-projection chambers such as
CAVE technology (Cruz-Neira et al. 1993; DeHoratius et al. 2025), and more ubiquitous
devices such as computer screens, tablets, or smartphones (e.g., Fritz, Hadi, and Stephen 2023;

Hoffmann et al. 2022). As with the other 3VIS elements, this abundance creates challenges in
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selecting the appropriate option. Our analysis of extant 3VIS research highlights a central trade-
off in selecting access devices: immersion, the capacity of a device to transport users into a
simulated environment, versus scalability, the ease of deploying studies to large and diverse
samples (Oh, Bailenson, and Welsh 2018). Researchers are essentially confronted with the
choice between 3D hardware, which enables spatial (3D) presentations, and 2D hardware,
which restricts users to flat (2D) displays (Table WA-D3 in Web Appendix D).

3D hardware facilitates higher levels of immersion, which refers to the extent to which a
technical device can generate spatial presence in the virtual environment (Bailenson et al. 2025)
and, in multi-user settings, also social presence as the feeling of being there with other people
(Biocca, Harms, and Burgoon 2003). High-immersion devices like VR headsets often elicit
more realistic behaviors and intense experiences, which can strengthen effects in studies using
3VIS as an object, or enhance realism and ecological validity when 3VIS are used as an
application, method, or economical means (van Zelderen et al. 2024).

However, this upside potential comes with costs: 3VIS studies using VR headsets
consistently document higher levels of fatigue and cybersickness (Weech, Kenny, and Barnett-
Cowan 2019). In addition, there is the need for expensive equipment and lab-based setups
(Cipresso et al. 2018). While remote panel providers like Prolific (2025) introduced options to
target participants owning 3D hardware, the lack of availability of 3D hardware among
consumers limits the flexibility of empirical designs. In contrast, 2D hardware such as laptops,
tablets, and smartphones, while containing a lower immersive potential that limits immersion
and behavioral realism (Bowman and McMahan 2007), offers far greater scalability. Such
devices are widely available, inexpensive, and technologically stable, enabling broad
participant reach through online panels.

Essentially, researchers must balance how much immersion their study requires with how

scalable it needs to be. Again, this categorization reduces complexity by guiding scholars to
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make the fundamental choice between 3D and 2D hardware first and then selecting the

adequate specific devices within the category.

RQ2B: PROCESS MODEL OF SPATIAL MARKETING RESEARCH

To provide practical guidance for specific spatial marketing research projects, we extend our
design framework by adding both a contextual and a procedural perspective. In this section, we
present a process model that integrates these perspectives, offering marketing scholars a step-
by-step approach (procedural) to configuring the elements of the design model in alignment

with the specific requirements of their project (contextual).

Development of Process Model

The process model, shown in Figure 3, places the three 3VIS core elements at its center. It
augments these elements with three essential steps that spatial marketing researchers must
follow to conduct 3VIS studies. With this process model, we built on design science research
(e.g., Hevner et al. 2004; Simon 1996). In line with design-science logic, our process model
follows a problem—solution cycle: researchers first clarify the intended value contribution of
using 3VIS (problem definition), then articulate the validity, data, and resource requirements
their study must meet (requirements specification), and finally configure the 3VIS elements to
align with these requirements (artifact design). This sequence ensures that 3VIS studies are not
only technically feasible but also methodologically rigorous and problem relevant. We next

detail each step and outline the associated decisions.
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Figure 3. Process Model for Spatial Marketing Research
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Step 1: Value Determination

Initially, scholars should evaluate whether a study can generate meaningful value for their
project (Hevner et al. 2004). In the context of spatial marketing research, this evaluation
concerns the value determination of a 3VIS study for a particular project and can be guided by
four sequential questions, which we structured as a decision tree for marketing scholars.

Question 1: Is 3VIS the object of the research? The first question is whether a project seeks
to investigate phenomena directly tied to 3VIS, its core elements, or the interactions that occur
within such spaces. Examples include studies on digital goods in the metaverse (Yang 2024),
avatar-related behaviors (Peng, Cowan, and Lo Ribeiro 2024), or foundational concepts of
virtuality such as presence or cybersickness (Yim, Cicchirillo, and Drumwright 2012). If this
is the case, the project treats 3VIS as its research object, and—unless designed as purely
conceptual or ethnographic—the potential for value creation through empirical 3 VIS studies is
inherently substantial.

Question 2: Can 3VIS substantively expand the research? 1f a project does not treat 3VIS

as its research object, it may still benefit from incorporating a 3VIS study. The second guiding
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question is whether 3VIS can meaningfully expand the scope of the research by enabling
exploration of aspects that are unattainable in physical settings. In this role, 3VIS provides
applications that advance the substantive research question. For instance, scholars have used
3VIS to investigate marketing channels that have not yet realized (Pfeiffer et al. 2020) or to
improve forecasting for hypothetical products (Harz, Hohenberg, and Homburg 2022). In such
applications, 3VIS extends the marketer’s toolkit by transcending the limitations of physical
reality and enabling richer exploration of novel approaches and scenarios.

Question 3: Can 3VIS improve the validity of the research? 1f both previous questions are
denied, 3VIS may still add value for a project by serving as a methodological extension of
traditional marketing research. The third guiding question is therefore whether 3VIS could
offer a superior method that enhances the validity of the project. Loomis, Blascovich, and Beall
(1999) have early theorized that 3VIS studies, if done well, can offer the potential to combine
the external validity typically associated with field studies with the experimental control of
laboratory studies, while also enabling the automatic tracking of high-frequency, objective
spatial data (a point we elaborate on below, see “data needs” subsection). Organizational
scholars van Zelderen et al. (2024) provide empirical evidence that immersive vignettes
presented in 3VIS are superior to both text and video recording vignettes for measuring

% <C¢

employee responses, because they increase respondents’ “attention to critical study details™ (p.
457), and we assume that such effects could also improve the ecological validity of vignette
studies in marketing. More generally, marketing researchers should assess whether the internal
or external validity of their existing empirical approach could be improved and whether
incorporating a 3VIS study could mitigate this limitation. Some studies in marketing have
already successfully applied 3VIS this route (though not for vignettes). For example, Esteky

(2022) employed VR to manipulate social presence, thereby strengthening the internal validity

of research conducted in physical settings. Luangrath et al. (2022) leveraged VR to examine
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additional dimensions of the nomological network of the vicarious touch effect within a
controlled yet realistic environment, and Sarantopoulus et al. (2019) study a moderating role
of shopping goal specificity in a retail context by combining the replication of a field design
with high experimental control.

Question 4: Can 3VIS reduce the cost or effort of the research? Even if 3VIS does not
provide value as an object, a substantive application, or a better method, scholars should still
ask whether incorporating 3VIS can reduce the overall cost or effort of a research project
(Wedel, Bigné, and Zhang 2020). While setup costs may be substantial, particularly for studies
requiring custom-built virtual worlds, subsequent modifications to objects and scenes are often
remarkably efficient (Cesanek et al. 2024; van Zelderen et al. 2024). Similarly, leveraging
existing closed or open virtual worlds (e.g., Glue for team meetings or Synergy XR for training
contexts) often proves highly cost-effective. Studies in marketing and related fields have
already demonstrated these benefits. For instance, DeHoratius et al. (2025) used a VR
experiment to investigate failures in retail supply chains, achieving field-like external validity
at a fraction of the cost and effort of a field study, and Burke (1996) reports research studies
on brand equity and product display by companies that use (early) 3VIS to reduce research
costs. Cost savings also enable research designs that would otherwise be prohibitive.
Constructing a physical museum to study visitor behavior or building a full-scale retail store is
rarely feasible, but developing their virtual equivalents in 3VIS can be far more realistic.
Although careful design is required to ensure valid transfer of insights to the physical world,
3VIS makes cost-efficient investigation of complex marketing phenomena possible.

If, after thorough consideration, researchers answer no to all four questions, their project
likely does not align with either virtuality or physicality 3VIS research, and the potential value
of a 3VIS study is limited. Typical examples include conceptual work, methodological

innovations in other methods, or investigations of phenomena that are inherently two-
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dimensional, such as social media communication (e.g., Du, Xu, and Wilbur 2019; Kanuri,
Chen, and Sridhar 2018). These “limited-value scenarios” offer little justification for
employing 3VIS. That said, while such cases certainly exist, we argue that many marketing
research projects will nevertheless find that a 3VIS study can add meaningful value as part of

their broader empirical design.

Step 2: Requirement Specification

When added value through a 3VIS study can be expected, the next step is to specify the study’s
specific requirements. We propose defining these requirements along three fundamental
criteria: validity demands, data needs, and resource constraints. While these criteria are central
to marketing research in general and in line with the principles of design science (e.g., Hevner
et al. 2004), their trade-offs and implications manifest differently in the context of 3VIS. A
clear specification of requirements allows scholars to configure 3VIS elements appropriately
and to manage trade-offs between them more effectively.

Validity demands. To configure an adequate 3VIS for a specific project, researchers must
first clarify their requirements regarding internal and external validity. 3VIS studies, in
principle, offer the rare potential to combine the external validity of field research with the
internal validity of laboratory experiments (Loomis, Blascovich, and Beall 1999; van Zelderen
et al. 2024). However, realizing this potential is challenging and often costly (Cesanek et al.
2024; Hubbard and Aguinis 2023). To specify validity demands effectively, we recommend
that scholars consider two aspects:

First, researchers should carefully assess the role of the 3VIS study within their overall
empirical package. Prior work shows that 3VIS has been used as the sole empirical basis for
an article (DeHoratius et al. 2025) as well as in combination with field, lab, and online studies
(Esteky 2022; Luangrath et al. 2022; Sarantopoulos et al. 2019). When a 3VIS study serves as

the primary data source, both internal and external validity demands are typically high. By
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contrast, when a 3VIS study complements a field experiment, the emphasis may shift. If the
field experiment already provides strong external validity, the 3VIS study can focus on
enhancing internal validity, for example by offering high levels of control and ruling out
confounding factors or capturing fine-grained spatial data (see next subsection) to improve
measurement and rule out alternative explanations. In such cases, a proxy 3D environment that
resembles (but may not fully replicate) the field setting may suffice, saving time and resources.

Second, researchers should then carefully evaluate the type of 3VIS study they are
conducting (i.e., virtuality versus physicality 3VIS research). Our analysis of prior work shows
that especially external validity demands vary by study type. For instance, in a 3VIS-as-object
study, such as research on in-game advertising in VR, external validity requires creating a 3VIS
that convincingly resembles an actual VR game. By contrast, in a physicality-focused 3VIS
study (e.g., using a virtual store to study shopper behavior), the benchmark for external validity
is the physical environment itself. In such cases, a store must not only look like its real-world
counterpart but also “feel” like it, eliciting comparable cognitive and emotional responses. In
general, while virtuality-oriented studies must ensure equivalence to a type of virtual space,
physicality-oriented studies must ensure equivalence to a physical setting, an important
indicator to emphasize external validity.

We recommend that scholars specify validity demands by jointly assessing (1) the role of
the 3VIS study within their empirical package and (2) the type of 3VIS study. The first
consideration helps prioritize whether external validity (e.g., photorealistic environments,
personalized avatars) or internal validity (e.g., spatial data extraction, experimental control) is
more critical. The second clarifies what the 3VIS must be equivalent to—virtual or physical
spaces—and thus sets the benchmark for how validity demands should be realized. Table WA-
D4 in the Web Appendix provides examples of 3VIS studies on virtual as well as physical

phenomena that enhanced validity through careful design.
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Data needs. Determining the data needs of a 3VIS study requires particular attention to
two aspects: the role of spatial data and the relevance of data privacy. These dimensions matter
because 3D environments, interacting entities, and access devices—as 3VIS core elements—
differ substantially in their ability to capture spatial data and to safeguard privacy. Thus, a clear
understanding of whether and how a project depends on these data dimensions enables scholars
to make informed and adequate configuration choices and to design studies that balance
research ambition with technological and ethical constraints.

Spatial data refers to time-stamped, high-frequency recordings of participants’ actions
within 3VIS, including speech and spatial audio, gaze direction, controller and body
movements, and interactions with objects (e.g., Steptoe and Steed 2012). We present a more
detailed list of the types of spatial data in Web Appendix E. This data can be automatically
tracked for certain 3VIS configurations.

Spatial data can enhance research by increasing transparency and generating novel
insights. Regarding transparency, because every action can be—in certain 3VIS
configurations—recorded and replayed as a full 3D simulation of the participant’s experience,
scholars can objectively verify what occurred during a specific session both outside the
environment (e.g., whether a participant removed a headset) and inside the environment (e.g.,
whether and when a participant fixated on a stimulus). This allows researchers to provide
process-level evidence in addition to traditional inputs (e.g., survey files) and outputs (e.g.,
datasets), aligning with journals’ growing demands for transparency and reproducibility (see
Web Appendix F for an example of a replay). Regarding novel insight generation, spatial data
allows scholars to examine adjacent questions, especially about how navigation and interaction
shape effects and outcomes. For instance, in a study of spatial openness and creativity (e.g.,
Brucks and Levav 2022), spatial data can reveal whether the effect depends on gaze patterns,

actual movement, or the timing of such activity.
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These benefits come at a cost though, as extracting spatial data requires a particular
technical infrastructure, namely access to the application programming interface of open/semi-
open environments or the implementation of spatial data extraction from a custom-built 3D
environment (for details on how to extract spatial data from such environments, please see Web
Appendix E). In addition, capturing spatial data may require specialized hardware for tracking
gaze or controller inputs. Thus, it is usually only feasible in semi-open or custom-built
environments, but not in closed virtual worlds (if the world owner does not provide special
authorization). Moreover, the relevance of spatial data varies strongly between projects. While
projects centered on navigation or interaction may find such data essential, studies focusing on
perceptual or evaluative outcomes may benefit less from such detailed spatial tracking. In
essence, spatial data offers transparency and potential for additional insights but requires
sophisticated infrastructure and may not be necessary for all research questions.

The second key aspect for scholars to consider concerns data privacy demands. While
privacy has numerous facets, in the context of 3VIS research it refers mostly to the kind of data
that is generated and where it is stored (Martin and Murphy 2017). Privacy requirements
directly shape which 3D environments, interacting entities, and access devices are appropriate
for a project. When privacy demands are high, for example when face tracking of consumers
is active, their personal environment is recorded, or if studies involve confidential innovation
concepts, researchers must rely on custom-built virtual worlds. These environments enable the
processing and storage of data on protected servers or on the access device, thereby maintaining
the required confidentiality. When privacy is less critical, scholars can leverage the advantages
of semi-open or open virtual worlds, which are usually more cost-effective and easier to
implement, particularly for studies involving social interaction or multiple participants together

in the same environment. Clarifying data privacy needs early in the design process is essential;
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it not only protects participants and sponsors but also narrows the range of feasible 3VIS
configurations, ensuring that researchers make informed and context-appropriate choices.

Resource constraints. With respect to resource constraints, scholars must evaluate time
and budget as critical factors. Time constraints require assessing how quickly the 3VIS study
must be executed to realize the study aims. Customizing or adapting 3D environments with
tools such as Unity, or developing tailored interacting entities, can be time intensive. Building
a 3D environment is comparable to designing a physical space: while the virtual construction
itself can be executed much faster, extensive testing of functionalities (e.g., ensuring that
objects have appropriate collision boundaries or that scripted interactions run smoothly) often
requires substantial effort. Moreover, given the still-emerging nature of many 3VIS tools,
usability challenges of the 3VIS can further increase the time burden. Regarding a project’s
budget, researchers must account for the full spectrum of expenses, which include the
construction or adaptation of 3D environments and interacting entities, hosting fees (especially
if spatial data extraction requires server capacity), and hardware costs such as purchasing or
renting VR/MR headsets.

While custom-built environments or interacting-entity configurators can be expensive, the
main cost driver is often the choice of access devices. Studies using 3D hardware typically
require substantial investment, as high-fidelity headsets such as Apple’s Vision Pro costs about
$4,000 per unit and remain scarcely distributed in many populations, including consumers and
many companies. To achieve representative samples, most studies still need central-location
setups, which add costs for equipment, facilities, and participant travel reimbursements. Using
student samples, if accessible, can reduce expenses, though at the potential cost of reduced
generalizability and validity. Importantly, choosing 2D hardware for 3VIS studies (e.g., TV
screens or monitors) or media such as cardboard devices (e.g., Esteky 2022) or virtual store

screens (e.g., Burke 1996; Sarantopoulos et al. 2019) often lowers research costs and effort,
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but sacrifices psychological presence, as the “sine qua non” (Bailenson 2018, p. 19) of 3VIS,
which often fundamentally changes results (e.g., Hennig-Thurau et al. 2023). Scholars must
align budgets with research objectives, avoiding both overinvestment in elaborate 3VIS setups

and underpowered designs that compromise study quality.

Step 3: 3VIS Configuration

Because each 3VIS core element involves inherent trade-offs, the configuration of these
elements determines how effectively a study meets its goals for validity, data, and resources.
In the following, we provide concrete recommendations for configuring 3VIS studies. We first
address general requirements and specific considerations for each of the three core
components: 3D environments, interacting entities, and access devices. We then turn to their
interplay and show how configurations should be adapted to the intended value contribution of
a research project.

How to design the 3D environment. A proper environment must first accommodate and fit
the phenomena and behaviors to be studied. Concepts such as social presence require multi-
user functionality, investigations of 3VIS shopping require store environments along with
specific features such as check-out capabilities, and analyses of real-world aesthetics (e.g., car
colors) rely on high-resolution (so-called “high-poly”) designs. 3D environments are usually
specialized in certain domains and for certain tasks, and scholars will need to find the most
fitting “world” for their study.

We consider it generally advisable to conduct “3VIS-as-object” studies within their
‘natural’ environments, i.e., closed or open/ semi-open virtual worlds. Those worlds and their
respective audio-visual and interactive features are the result of extensive multi-year long
research and development by the world provider and platform, something that scholars often
cannot achieve in customized worlds. Studying user behavior in and responses to virtual worlds

should not be compromised by world building limitations, which is why scholarly studies in
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this value stream often benefit from accepting the limitations of using such pre-existing
environments. Similar arguments apply to many “3VIS-as-application” studies, which compare
3VIS tools with traditional tools outside 3VIS. By contrast, studies that employ 3VIS as a
superior method often require custom-built worlds, particularly when scholars seek to support
hypothesized relationships with spatial data, for which custom-built environments offer the
most comprehensive options (Web Appendix E). Finally, studies that use 3VIS to reduce costs
must navigate a trade-off between the higher validity potential of custom-built virtual worlds
and their greater budget demands.

How to design the interacting entities. Scholars must make thoughtful decisions about
interacting entities’ appearance, as they shape how 3 VIS research subjects perceive themselves,
interact with others, and experience the virtual setting. General design decisions here include
the level of realism and human-likeness as central design features. While they determine the
subject’s identification with the interacting entity, these features can also lead to feelings of
eeriness and discomfort if subjects feel their representation falls into what is referred to as the
“uncanny valley” (Mori, MacDorman, and Kageki 2012). They can also trigger social biases,
which are often unintentional. Scholars should consider the available options for their study
and then carefully weigh the pros and cons.

Further design features of interacting entities include first- versus third person perspective,
interaction and sensory potential, personalization, and navigation. Third-person avatars might
be preferred when research deals with spatial awareness (as the user has a wider view and is
thus more aware of his appearance and actions), while first-person avatars are better suited
when interactions are part of the study (which are more accurate for first-person avatars) and a
sense of embodiment is desired (Gorisse et al. 2017). Interactive features such as grabbing
objects and shaking hands of other avatars can increase the realism of a 3VIS scenario and

boost social presence (Della Longa, Valori, and Farroni 2022), while scholars should be aware
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of the features’ distraction potential in other study contexts. Avatar personalization can
obviously increase subjects’ identification with their virtual agent and help a study’s realism
(and thus external validity), but it also limits the scholars’ control over the design, adding
variability and the need for a scholar’s trade-off.
Finally, avatar navigation can generally happen in three basic modes: by teleportation

(i.e., moving an avatar from one location to another within the 3D environment by pointing
and clicking on a destination), by virtual scrolling via analog controlling device, or by physical
movements in roomscale applications alias “continuous body-based steering.” As the latter
mode replicates how we get around in physical environments, it offers higher external validity,
while teleportation is most distinct from our usual way of movement. Particularly if participants
are less experienced in 3VIS usage, researchers need to be aware that virtual scrolling tends to
be most strongly associated with cybersickness and similar states (Hoftejsi et al. 2025).

Regarding value contributions, interacting entities have been a central focus of “3VIS-as-
object” studies both within and beyond marketing (e.g., Holzwarth, Janiszewski, and Neumann
2006; Miao et al. 2022). Scholars view them as essential for shaping user behavior in 3VIS,
making avatar features and user choices a fertile research area. For instance, when students in
our virtual lectures choose between human-like and fantasy avatars, their responses vary
substantially. Interacting entities also play an important role in “3VIS-as-application” studies:
social psychologists use avatars to learn about social roles (e.g., male users are assigned female
avatars) and as a new tool to reveal—and counter—social stereotypes. For “3VIS-as-method”
studies, avatar realism can be considered a key design factor.

How to design access devices. Finally, regarding access devices, the capabilities of 3D and
2D hardware are of main interest, as they fundamentally affect data collection opportunities as
well as the user experience. As argued above, 3D hardware is unique in its high immersion

potential. This potential is closely tied to key constructs of 3VIS experiences, including higher
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levels of presence, but also higher cybersickness (e.g., Biswas, Mukherjee, and Bhattacharya
2024). At the same time, 3D hardware limits the scalability of research projects because of its
limited availability and high costs. Moreover, as noted earlier, 3D hardware differs
significantly in its capabilities. Some headsets, such as the Meta Quest Pro, support eye- and
face-tracking, allowing researchers to collect data that are essential for studying user emotions
in 3VIS alongside other spatial data. In addition, several devices offer so-called ‘pass-through
functionality’ via external cameras, which enables studies in mixed reality.

For “3VIS-as-object” studies, we consider it essential for scholars to explicitly frame a
study’s contribution in the context of the used hardware. We noted several studies that—often
implicitly—aim to generalize their 2D hardware-based findings to 3D hardware, something
that we consider as not legitimate given the fundamental differences that exist in users’
responses to the different kinds of access devices. We argue that immersive 3D hardware
should be the standard for 3VIS researchers for such studies, as immersion is an essential part
of the 3VIS phenomenon. Whenever scholars use 2D hardware or other hardware variations
that lack the immersive potential of today’s 3D hardware, this should be clearly mentioned
along with the reasons for doing so as well as a discussion of resulting implications. One of
those reasons for using less immersive hardware can be practical diffusion. With most
metaverse users currently accessing virtual worlds, such as Roblox, still via 2D hardware,
understanding advertising and branding effects in 3VIS can warrant the use of such hardware,
as Kim and Lee (2024) do in the Zepeto app. Among the most intriguing issues when it comes
to research the use of hardware for “3VIS-as-object” studies are the negative effects of high
immersive devices, which contribute to their slower-than-expected adoption (e.g., Hennig-
Thurau, Herting, and Jiitte 2024).

When using “3VIS-as-application”, the higher level of immersion for 3D hardware

promises stronger contributions than 2D hardware for innovative solutions. For “3VIS-as-
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method” studies, the choice of 3D versus 2D hardware is more ambivalent, however. While
the higher immersive potential of 3D hardware offers the potential to achieve higher levels of
realism and thus external validity essential for generalizing results from the virtual to the
physical environment, the side effects of high immersive device usage (e.g., cybersickness,
exhaustion) can counteract such advantages. If reducing research costs is the main motivation
for using 3 VIS, scholars might be willing to tolerate limitations in performance alias external
validity for the sake of the lower costs associated with less immersive devices.

How to account for the interplay between 3VIS elements. The paths between the three core
3VIS elements point out the structural dependence between them. Such interactions also need
to be considered when configuring a 3VIS. Specifically, as using 3D (instead of 2D) hardware
is not sufficient to fully realize the potential benefits associated with higher immersion for the
scholar, its usage should be part of a 3VIS configuration that also avoids design factors that
can mitigate the higher immersion-triggered benefits (e.g., causing exhaustion or
cybersickness). Interacting entities whose navigation in the virtual environment mitigates
negative side-effects of high immersive hardware such as cybersickness could be desirable.
Particularly, as moving around in a virtual environment by teleportation causes substantially
less motion-sickness than scrolling in the simulated world, it might be preferred over
alternative modes of movement, at least when roomscale designs are not possible. Also, high
user identification based on customized self-avatars might foster identification and help users
to experience higher realism and presence.

Also, the design of the 3D environment and its interactive potential affect both the level
of spatial presence perceived by the user as well as the net-benefits of immersion. Natural
movement in roomscale environments has been shown to enhance presence perceptions, as
have intuitive controls that match users’ “real-world” expectations (e.g., opening a door in the

virtual environment by turning the doorknob) (Hennig-Thurau et al. 2023). Further, spatial
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audio (i.e., the technique of simulating how sound is perceived in a 3D space) enhances
presence by emulating physical experiences (e.g., Potter, Cvetkovic, and De Sena 2022;
Verhulst et al. 2024).

Note that while some 3D environments are device independent (e.g., the training
environments and avatars provided by Synergy XR can be accessed via Meta headsets, the
Apple Vision Pro, as well as PCs and Macs), many others are device dependent, meaning that
they work only with certain types of hardware. Moreover, high-resolution 3D environments
sometimes can only be accessed with PC-powered VR headsets (“PC-VR”), because
standalone VR devices lack the required processing power. For example, some virtual worlds
within the VRChat app (e.g., “Amusement Park by Night”) can only by accessed via PC-VR
or a 2D device, but not with a standalone VR device.

In essence, scholars’ design decisions regarding the core elements of 3VIS configurations
must not be made in isolation but also consider the elements’ interplay. The usefulness of
immersive hardware depends on whether the other core elements are designed in ways that
enable the benefits that the hardware’s immersion advantage offers, and similar considerations
apply for designing the interacting entity or 3D environment for a 3VIS study.

Avoiding common pitfalls and remedies. The complexity of 3VIS studies creates numerous
opportunities for mistakes that can compromise desired research outcomes. In our own
projects, we have experienced many flaws stem from inadequate configuration decisions,
particularly those that hinder participants’ ability to be transported into, navigate within, or
interact effectively in 3VIS. Here we draw on these experiences to highlight pitfalls in 3VIS
research and suggest practical remedies to help scholars avoid them.

Regarding transportation, a frequent challenge in moving participants from physical reality
into 3VIS is ‘erroneous avatar transfer.” For example, if a configured avatar is not saved

correctly, participants may be randomly assigned an inappropriate representation (e.g., a female
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African American participant entering the study as a male Caucasian avatar—or even as a
comic-style monster). Such mismatches can compromise research integrity by biasing actions
and perceptions, given the centrality of self-identity for behavior (Belk 1988). A simple yet
effective remedy is to provide participants with a virtual mirror before entering the main study.
This step allows them to confirm or adjust their avatar representation, while also giving
researchers a post hoc check when reviewing replays of the session.

Regarding navigation, a standard pitfall arises from a ‘device—simulation mismatch.’
Misalignments between hardware input and its rendering in the 3VIS can result in participants
being displayed at incorrect scales (e.g., appearing too tall or too short) which disrupts their
ability to navigate (e.g., forcing tiptoeing, crouching, or awkward movements). Such
mismatches remain common even with state-of-the-art 3D hardware and can undermine studies
by distorting how participants move through the environment and by misaligning spatial
tracking data (Jagadeeshan et al. 2015). A practical remedy is to check calibration during the
participants’ onboarding and correct discrepancies through the adjustment tools that most 3D
environments provide. When direct researcher oversight during onboarding is not possible,
standardized navigation protocols (e.g., all participants standing, disabling controller-based
walking, restricting movement to teleportation) can further reduce errors caused by device—
simulation mismatches.

Regarding interaction, researchers must ensure that participants are both comfortable and
prepared when engaging with other people in a 3VIS study. Two common issues that can bias
interaction behaviors are distractions (e.g., noises from the physical environment) and
overexcitement, particularly among first-time 3VIS study participants who need time to
acclimatize. Such effects can skew results by influencing interaction behavior and limiting
validity. To address distraction, we recommend using a ‘clean-and-protected’ lab room. To

avoid overexcitement, we recommend a short but targeted onboarding module (5-10 minutes)
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with simple navigation and interaction tasks before the main study begins. Such onboarding
helps equalize VR skills and emotional responses, ensuring that outcomes reflect the focal
relationships rather than disparities in user experience. Importantly, onboarding should not be
confused with “novelty effects:” 3VIS studies should remain representative of the technology’s
current early lifecycle stage instead of speculating about future 3VIS designs and experiences,
and researchers should acknowledge this contingency rather than attempt to negate it. To
balance the trade-off, the onboarding, while critical, should be kept short and focused.

General 3VIS configuration guidelines. In our experience, every 3VIS study is different
and there is no 3 VIS configuration blueprint that can be applied across all 3VIS studies. Instead,
experience has shown that adequately configuring a 3VIS for a particular study (i.e., avoiding
over- and underpowering the 3VIS configuration) can only be achieved through a careful
assessment of all design options and understanding the inherent trade-offs (the design model
addressing RQ2a) and triangulating these options with the idiosyncratic project needs (the
process model addressing RQ2b).

Despite these insights and the previous discussion of specific interdependencies between
the 3VIS core elements, we conclude this section by synthesizing this approach into general
guidelines that marketing scholars interested in 3VIS research may find useful (see Figure 4).
These are of a general nature, and we acknowledge that specific project requirements can lead
researchers to choose configurations that deviate from these guidelines, but our experience has
shown that these guidelines should prove useful for the vast majority of 3VIS studies. In the
figure, we use the key facets of each requirement criterion, namely whether 3VIS is the sole
method used or part of a methods package (validity demands), how important spatial data and
data privacy is for the study (data needs), and the amount of financial and time resources
available (resource constraints) as guidance and derive corresponding design configurations

for combinations of criteria, for 3VIS studies of both virtuality and of physicality (alias the
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“real world”). Moreover, in Web Appendix G, we exemplify these guidelines through two

hypothetical 3VIS studies.

Figure 4. General Guidelines for 3VIS Configuration

Type of 3VIS research?
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« Closed virtual world
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* (Semi-) open virtual world
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DISCUSSION

This paper introduces spatial marketing research as a comprehensive approach that studies
marketing phenomena within 3VIS, responding to the growing availability of new spatial
technologies that enable the creation of 3VIS and the far-ranging opportunities that these
technologies unleash. We integrate extant literature and identify 3VIS value streams for
marketing scholars (RQ1), draw on activity theory to extract three 3VIS core elements and
discuss their respective gestalt options (RQ2a), and develop a step-by-step process model of
spatial marketing research that guides marketing scholars in adequately designing their 3VIS

studies (RQ2b).

Academic Contributions and Future Research

First, we introduce spatial marketing research as a comprehensive approach to conducting
marketing studies in 3VIS. This integrated perspective addresses the fragmentation that
currently characterizes the 3VIS literature both in marketing and beyond it, as revealed in our

quantitative literature analysis. Spatial marketing research provides a path forward for scholars
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to move beyond siloed approaches when employing 3VIS, fostering cross-learning and
cumulative progress.

It also opens a wide range of opportunities for novel research across behavioral, strategic,
and quantitative domains in marketing. From a consumer behavior perspective, scholars could
explore how engaging in 3VIS reshapes consumers’ self-concept, clarifying when and how the
physical, extended, and virtual selves converge or diverge. Strategy research could examine
the role of space in marketing mix decisions, for instance, how product and advertisement
placements within virtual worlds, avatar-mediated endorsements, or spatial configurations
(e.g., openness, crowding, social presence) influence customer journeys, brand experiences,
and competitive differentiation. Quantitative research can leverage spatial data’s unique
granularity—such as gaze paths, motion trajectories, and interaction timing—to design
stronger causal identification strategies, model fine-grained consumer journeys, and establish
new validity benchmarks for 3VIS studies.

Second, we develop a research typology that delineates four pathways through which
marketing scholars can derive value from 3VIS studies. The first stream positions 3VIS as a
research object, focusing on phenomena unique to virtual environments. While this stream has
been the most popular among marketing scholars, many research opportunities remain. Future
work could further examine fresh digital phenomena such as avatars and metaverse in more
detail. While consumer metaverse growth has not matched initial predictions, such
environments remain novel and dynamic arenas that marketers and scholars should understand.
Beyond consumer contexts, opportunities exist to explore industrial applications—such as the
“industrial metaverse” or ‘“omniverse”—where recent conceptual work highlights their
growing relevance (Bamberger, Reinartz, and Ulaga 2025), but empirical evidence remains

scarce.
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The second stream uses 3VIS as an application to enhance decisions that affect the ‘real-
world’. Here, 3VIS enables investigations that would be impossible in physical settings, such
as market testing hypothetical objects or yet-to-be-developed solutions. The third and fourth
streams leverage 3VIS as a method that can provide superior validity or as an economical
means, respectively. Scholars can employ 3VIS to improve their research’s validity by
combining realism with control, or to lower resource requirements compared with field or lab
studies. In this way, 3VIS studies can complement existing empirical packages, ultimately
producing more robust and cost-efficient research designs, as evidenced in an organizational
context by van Zelderen et al. (2024) for 3VIS vignettes. It is our vision that 3VIS studies will
become part of the ‘empirical package puzzle,’ just like field, lab, and online studies.

Third, we introduce a methodological framework which includes a design model as well
as a process model. This framework guides marketing scholars to design rigorous spatial
marketing research. The design model draws on activity theory to decompose 3 VIS into their
core elements, thereby structuring and simplifying the design decisions for researchers. The
process model guides marketing researchers’ path through the design process, so that they can
systematically address the complex trade-offs among 3VIS elements in their configurations.
Future marketing research could build on these insights and explore the 3VIS design options
and the interplay between the 3VIS elements in more depth. For example, while this
investigation offers detailed guidance on the necessary process steps and elements requiring
configuration in 3VIS studies, future research could focus on developing specific metrics to
evaluate the 3VIS quality (e.g., equivalence, sharpness, and fluency scores) and the data
derived from these studies (e.g., 3VIS validity and reliability scores, analogous to psychometric

properties in survey research).
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Implications for Academics as Editors and Reviewers

Beyond facilitating research studies, our investigation carries implications for other roles of
marketing scholars, namely as editors and reviewers. We argue that for 3VIS research’s quality
and contributions to be adequately assessed by peers, some considerations should be
implemented to counter potential biases. This is because reviewing a manuscript that
includes—or even features—3VIS studies is often inherently challenging. Academic articles
have been, and still are, limited to a 2D format of scholarly journals, which hampers the
description (on behalf of the authors) and comprehension (on behalf of the review team) of a
3VIS empirical study. While researchers have developed transformational routines for such
dimensional downscaling for phenomena in the ‘real-world’ (e.g., field or laboratory
experiments), this is usually not (yet) the case for 3VIS studies, because of the lacking or
limited experiences most marketing scholars have had with 3VIS and the widespread lack of
access to state-of-the-art 3D hardware.

These disconnects can present substantive obstacles in the peer review process. A potential
remedy could be that reviewers and editors immerse themselves more deeply in the 3VIS study.
That is possible, as 3VIS offers several advantages over traditional research designs regarding
transparency (see this paper’s section on data demands for details). Instead of relying on
descriptions or visuals, authors could provide anonymized links with access to the 3VIS study’s
design, allowing reviewers to directly relive — and thus better evaluate — the subjects’ study
experience. Similarly, from captured spatial data researchers can replay subjects’ sessions,
allowing reviewers to get a good sense of participants’ experiences and challenges within the
empirical 3VIS study (see Web Appendix F for examples).

To facilitate such experiences, marketing journals and their publishers could provide
reviewers for such manuscripts with access to state-of-the-art 3VIS hardware, if requested by

a reviewer. Journals and publishers could also assign administrative personnel the role of 3VIS
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contact person, who is responsible for handling 3VIS-related issues such as shipments and user
support. Implementing such initiatives seems feasible, as hardware prices drop, companies
around the world specialize in hardware rental and consulting models, and many business

schools establish their own extended reality laboratories and staff.

Looking Beyond Research: Implications for Marketing Managers

Although this work primarily targets scholarly research and those who conduct it, it also offers
some practical value for managers. Many decision makers have remained skeptical about the
usefulness of spatial technologies, often based on limited knowledge of and experience with
3VIS. Our methodological framework addresses this concern and highlights an additional
pathway to create value for marketing management, namely establishing in-house ‘XR labs’ as
controlled environments for A/B testing and other forms of systematic knowledge generation.
Such labs could be used to test shelf and point-of-sale arrangements, alter packaging colors and
sizes, or evaluate new product concepts. Beyond product and placement decisions, XR labs can
support innovation, user experience design, and event planning (e.g., comparing potential
venues for an annual summit). In our experience, spatial technologies are particularly effective
for exploring new objects (e.g., novel solutions, packaging, promotional materials), object
positioning (e.g., retail layouts, shelf optimization), and spatial context (e.g., store design, event
settings, virtual twin office).

Managers in other functions than marketing can also make use of such an XR lab, for
example to apply spatial technologies to operational challenges related to objects and space,
such as assessing execution failures in supply chains (DeHoratius et al. 2025). For all such
applications, our methodological framework provides actionable guidance, extending beyond

academic research to help firms design, implement, and evaluate high-quality spatial studies.

42

Marketing Science Institute Working Paper Series



REFERENCES

Affinito, Salvatore J., David A. Hofmann, and Jonathan E. Keeney (2024), “Out of Sight, Out
of Mind: How High-Level Construals Can Decrease the Ethical Framing of Risk-Mitigating
Behavior,” Journal of Applied Psychology, 110 (2), 177-96.

Albini, Teresa, Andrea Brocchi, Gianluca Murgia, and Marco Pranzo (2023), “Real-Time
Optimization for a Digital Twin of a Robotic Cell with Human Operators,” Computers in
Industry, 146 (April), 1-9.

Aliman, Dorothea Nilusha, Thorsten Hennig-Thurau, and André Henke (2024), “Navigating
the Enterprise Metaverse: How Virtual Reality Affects Business Agility and Meeting
Outcomes,” Business Horizons, 68 (5), 575-88.

Apple (2023), “Introducing Apple Vision Pro: Apple’s First Spatial Computer,” (accessed
February 11, 2025), https://www.apple.com/newsroom/2023/06/introducing-apple-vision-
pro/.

Bailenson, Jeremy N. and Nick Yee (2005), “Digital Chameleons: Automatic Assimilation of
Nonverbal Gestures in Immersive Virtual Environments,” Psychological Science, 16 (10),
814-19.

Bailenson, Jeremy N., Jim Blascovich, and Rosanna E. Guadagno (2008), ‘“Self-
Representations in Immersive Virtual Environments,” Journal of Applied Social Psychology,
38 (11), 2673—-690.

Bailenson, Jeremy N. (2018), Experience on Demand: What Virtual Reality Is, How It Works,
and What It Can Do, 1st ed. WW Norton & Company.

Bailenson, Jeremy N., Cyan DeVeaux, Eugy Han, David M. Markowitz, Monique Santoso,
and Portia Wang (2025), “Five Canonical Findings From 30 Years of Psychological
Experimentation in Virtual Reality,” Nature Human Behaviour, 9 (July), 1328-338.

Bainbridge, William S. (2007), “The Scientific Research Potential of Virtual Worlds,” Science,
317 (5837), 472-76.

Barrera, Kevin Giang and Denish Shah (2023), “Marketing in the Metaverse: Conceptual
Understanding, Framework, and Research Agenda,” Journal of Business Research, 155
(January), 1-19.

Belk, Russell W (1988), “Possessions and the Extended Self,” Journal of Consumer Research,
15 (2), 139-68.

Bamberger, Boas, Werner Reinartz, and Wolfgang Ulaga (2025), “Navigating the Future of
B2B Marketing: The Transformative Impact of the Industrial Metaverse,” Journal of
Business Research, 188 (February), 1-14.

Bhagwatwar, Akshay, Anne Massey, and Alan Dennis (2018), “Contextual Priming and the

Design of 3D Virtual Environments to Improve Group Ideation,” Information Systems
Research, 29 (1), 169-85.

Bielen, Samantha , Wim Marneffe, and Naci Mocan (2021), “Racial Bias and In-Group Bias
in Virtual Reality Courtrooms,” The Journal of Law and Economics, 64 (2), 269-300.

Biocca, Frank (1997), “The Cyborg’s Dilemma: Progressive Embodiment in Virtual
Environments,” Journal of Computer-Mediated Communication, 3 (2).

Biocca, Frank, Chad Harms, and Judee K. Burgoon (2003), “Toward a More Robust Theory

and Measure of Social Presence: Review and Suggested Criteria,” Presence: Teleoperators
& Virtual Environments, 12 (5), 456-80.

Marketing Science Institute Working Paper Series



Biswas, Nilotpal, Anamitra Mukherjee, and Samit Bhattacharya, (2024). “Are You Feeling
Sick?—a Systematic Literature Review of Cybersickness in Virtual Reality,” ACM
Computing Surveys, 56 (11), 1-38.

Boegershausen, Johannes, Hannes Datta, Abhishek Borah, and Andrew T. Stephen (2022),
“Fields of Gold: Scraping Web Data for Marketing Insights,” Journal of Marketing, 86 (5),
1-20.

Borowiecki, Karol J. and Juan Prieto-Rodriguez (2015) , “Video Games Playing: A Substitute
for Cultural Consumptions?” Journal of Cultural Economics, 39 (3), 239-58.

Bowman, Doug A. and Ryan P. McMahan (2007), “Virtual Reality: How Much Immersion Is
Enough?,” Computer, 40 (7), 36-43.

Branca, Generoso, Riccardo Resciniti, and Sandra Maria Correia Loureiro (2023), “Virtual Is
So Real! Consumers’ Evaluation of Product Packaging in Virtual Reality,” Psychology &
Marketing, 40 (3), 596—609.

Brucks, Melanie S., and Jonathan Levav (2022), “Virtual Communication Curbs Creative Idea
Generation,” Nature, 605 (April), 108—12.

Buijsman, Michiel, Devan Brennan, Tianyi Gu, Lester Isaac Simon, Tomofumi Kuzuhara,
Spyros Georgiou, Michael Wagner, Ngoc Linh Nguyen, Brett Hunt, Alejandro Marin Vidal,
and Tiago Reis (2024), “Global Games Market Report,” Newzoo, (August).

Burke, Raymond R. (1996), “Virtual Shopping: Breakthrough in Marketing Research,”
Harvard Business Review, 74 (2), 120-31.

Cambridge Dictionary (2025), “Virtuality,” Cambridge Dictionary, (accessed September 13,
2025), https://dictionary.cambridge.org/dictionary/english/virtuality.

Cesanek, Evan, Sabyasachi Shivkumar, James N. Ingram, and Daniel M. Wolpert (2024),
“Ouvrai Opens Access to Remote Virtual Reality Studies of Human Behavioural
Neuroscience,” Nature Human Behaviour, 8 (6), 1209-224.

Cheymol, Antonin, Rebecca Fribourg, Anatole Lécuyer, Jean-Marie Normand, and Ferran
Argelaguet (2023), “Beyond My Real Body: Characterization, Impacts, Applications and
Perspectives of “Dissimilar” Avatars in Virtual Reality,” IEEE Transactions on
Visualization and Computer Graphics, 29 (11), 4426—437.

Cipresso, Pietro, Irene Alice Chicchi Giglioli, Mariano Alcaiiz Raya, and Giuseppe Riva
(2018), “The Past, Present, and Future of Virtual and Augmented Reality Research: A
Network and Cluster Analysis of the Literature,” Frontiers in Psychology, 9 (November), 1—
20.

Cowan, Kirsten, Seth Ketron, Alena Kostyk, and Krik Kristofferson (2023), “Can You Smell
the (Virtual) Roses? The Influence of Olfactory Cues in Virtual Reality on Immersion and
Positive Brand Responses,” Journal of Retailing, 99 (3), 385-99.

Cruz-Neira, Carolina, Jason Leigh, Michael Papka, Craig Barnes, Steven M. Cohen, Sumit
Das, Roger Engelmann, Randy Hudson, Trina Roy, Lewis Siegel, Christina Vasilakis,
Thomas A. DeFanti, Daniel J. Sandin (1993), “Scientists in Wonderland: A Report on
Visualization Applications in the Cave Virtual Reality Environment,”. in Proceedings of
1993 IEEE Research Properties in Virtual Reality Symposium, IEEE, 59—-66.

Cummings, James J. and Jeremy N. Bailenson (2016), “How Immersive Is Enough? A Meta-
Analysis of the Effect of Immersive Technology on User Presence,” Media Psychology,
19(2), 272-309.

DeHoratius, Nicole, Ozgiir Giirerk, Dorothée Honhon, and Kyle Hyndman (2025), “Execution

Failures in Retail Supply Chains—A Virtual Reality Experiment,” Production and
Operations Management, 34 (6), 1236-255.

44

Marketing Science Institute Working Paper Series


https://onlinelibrary.wiley.com/authored-by/Branca/Generoso

Della Longa, Letizia, Irene Valori, and Teresa Farroni, (2022) , “Interpersonal Affective Touch
in a Virtual World: Feeling the Social Presence of Others to Overcome Loneliness,”
Frontiers in Psychology, 12 (January), 1-17.

Du, Rex Yuxing, Linli Xu, and Kenneth C. Wilbur (2019), “Immediate Responses of Online
Brand Search and Price Search to TV Ads,” Journal of Marketing, 83 (4), 81-100.

Edelblum, Andrew B., and Markus Giesler (2025) , “Consumer Activism in the Metaverse: A
Framework for Virtualized Protest as Playful Resistance,” Journal of the Association for
Consumer Research, 10 (2), 191-205.

Elmasry, Tarek, Eric Hazan, Khan Hamza, Greg Kelly, Shivam Srivastava, Lareina Yee, and
Rodney W. Zemmel (2022), “Value Creation in the Metaverse, The Real Business of the
Virtual World. Whitepaper,” McKinsey, (June 22).

Engestrom, Yrjo (1987), Learning by Expanding: An Activity-Theoretical Approach to
Developmental Research, Helsinki: Orienta-Konsultit.

Esteky, Sina (2022), “Risk on the Edge: The Effect of Relative Spatial Location on Consumer
Preferences and Choices,” Journal of Marketing Research, 59 (6), 1216-234.

Fox, Jesse, Dylan Arena, and Jeremy N. Bailenson (2009), “Virtual Reality: A Survival Guide
for the Social Scientist,” Journal of Media Psychology,” 21 (3), 95-113.

Fritz, William, Rhonda Hadi, and Andrew Stephen (2023), “From Tablet to Table: How
Augmented Reality Influences Food Desirability,” Journal of the Academy of Marketing
Science, 51 (3), 503-29.

Gisler, Joy, Johannes Schneider, Joshua Handali, Valentin Holzwarth, Christian Hirt,
Wolfgang Fuhl (2021), “Indicators of Training Success in Virtual Reality Using Head and
Eye Movements,” in 2021 IEEE International Symposium on Mixed and Augmented Reality
Adjunct (ISMAR-Adjunct), 280-85.

Gneezy, A. (2017), “Field Experimentation in Marketing Research,” Journal of Marketing
Research, 54 (1), 140-43.

Goh, Samuel and Molly Wasko (2012), “The Effects of Leader-Member Exchange on Member
Performance in Virtual World Teams,” Journal of the Association for Information Systems,
13 (10), 862-85.

Gomez-Zard, Diego, Peter Schiffer, and Dashun Wang (2023), “The Promise and Pitfalls of
the Metaverse for Science,” Nature Human Behaviour, 7 (8), 1237-240.

Goode, Sigi, Greg Shailer, Mark Wilson, and Jaroslaw Jankowski (2014), “Gifting and Status
in Virtual Worlds,” Journal of Management Information Systems, 31 (2), 171-210.

Gorisse, Geoffrey, Olivier Christmann, Etienne A. Amato, and Simon Richir (2017), “First-
and Third-Person Perspectives in Immersive Virtual Environments: Presence and
Performance Analysis of Embodied Users,” Frontiers in Robotics and Al, 4 (July), 1-12.

Grand View Research (2024), “Industrial Metaverse Market Size, Share & Trends Analysis
Report,” Grand View Research, (accessed on September, 11),
https://www.grandviewresearch.com/industry-analysis/industrial-metaverse-market-report.

Grootendorst, Maarten (2022), “BERTopic: Neural Topic Modeling With a Class-Based TF-
IDF Procedure,” arXiv preprint, (March, 11), https://doi.org/10.48550/arXiv.2203.05794.

Harz, Nathalie, Sebastian Hohenberg, and Christian Homburg (2022), “Virtual Reality in New
Product Development: Insights from Prelaunch Sales Forecasting for Durables,” Journal of
Marketing, 86 (3), 157-79.

Harzing, Anne-Wil (2023), “Journal Quality List, 70th edition,” (accessed September, 14
2025), https://harzing.com/resources/journal-quality-list.

45

Marketing Science Institute Working Paper Series



Hennig-Thurau, Thorsten, Dorothea N. Aliman, Alina M. Herting, Gerrit P. Cziehso, Marc
Linder, and Raoul V. Kiibler (2023), “Social Interactions in the Metaverse: Framework,

Initial Evidence, and Research Roadmap,” Journal of the Academy of Marketing Science, 51
(4), 889-913.

Hennig-Thurau, Thorsten, Alina M. Herting, and David Jiitte (2024), “Adoption of Virtual
Reality Headsets: The Role of Metaverse Trials for Consumers’ Usage and Purchase
Intentions,” Journal of Interactive Marketing, 60 (2), 145-60).

Hevner, Alan R., Salvatore T. March, Jinsoo Park, and Sudha Ram (2004), “Design Science in
Information Systems Research,” MIS Quarterly, 28 (1), 75-105.

Hoffmann, Stefan, Tom Joerf3, Robert Mai, and Payam Akbar (2022), “Augmented Reality-
Delivered Product Information at the Point of Sale: When Information Controllability
Backfires,” Journal of the Academy of Marketing Science, 50 (4), 743-76.

Holzwarth, Martin, Chris Janiszewski, and Marcus M. Neumann (2006), “The Influence of
Avatars on Online Consumer Shopping Behavior,” Journal of Marketing, 70 (4), 19-36.

Hoftejsi, Petr, Alena Lochmannova, Vojtéch Jezl, and Mat¢j Dvorak (2025), “Virtual Reality
Locomotion Methods Differentially Affect Spatial Orientation and Cybersickness During
Maze Navigation,” Scientific Reports, 15 (1).

Huang, Tseng-Lung (2019), “Psychological Mechanisms of Brand Love and Information
Technology Identity in Virtual Retail Environments,” Journal of Retailing and Consumer
Services, 47, 251-64.

Huang, Yan, Stefanus Jasin, and Puneet Manchanda (2019), ““Level Up” Leveraging Skill and
Engagement to Maximize Player Game-Play in Online Video Games Yan,” Information
Systems Research, 30 (3), 927-47.

Hubbard, Timothy D. and Herman Aguinis (2023), “Conducting Phenomenon-Driven
Research Using Virtual Reality and the Metaverse,” Academy of Management Discoveries,
9 (3), 408-15.

Hubbard, Timothy D. (2025), “Transforming Business Education: The Impact of Virtual

Reality on Learning Outcomes in Case Studies,” Frontiers in Virtual Reality, 6 (March), 1—-
9

Hulland, John, Hans Baumgartner, and Keith M. Smith (2017), “Marketing Survey Research
Best Practices: Evidence and Recommendations from a Review of JAMS Articles,” Journal
of the Academy of Marketing Science, 46 (6), 92—108.

Islam, M. Kamrul and Iris Brunner (2019), “Cost-Analysis of Virtual Reality Training Based
on the Virtual Reality for Upper Extremity in Subacute Stroke (VIRTUES) Trial,”
International Journal of Technology Assessment in Health Care, 35 (5), 373-78.

Jagadeeshan, Santosh, Ushma Shah, Debarti Chakrabarti, and Rama S. Singh (2015), “Female
Choice or Male Sex Drive? The Advantages of Male Body Size during Mating in Drosophila
Melanogaster,” PLoS ONE, 10 (December), 1-12.

Jung, Yoonhyuk and Suzanne D. Pawlowski (2014), “Understanding Consumption in Social
Virtual Worlds: A Sensemaking Perspective on the Consumption of Virtual Goods,” Journal
of Business Research, 67 (10), 2231-238.

Kaplan, Andreas and Michael Haenlein (2024), “To Be or Not to Be: Will Virtual Worlds and
the Metaverse Gain Lasting Traction?” California Management Review, 66 (4), 5-22.

Kaptelinin, Victor and Bonnie A. Nardi (2006), Acting with Technology: Activity Theory and
Interaction Design, 1st ed. MIT Press.

Kanuri, Vamsi K., Yixing Chen, and Shrihari Sridhar (2018), “Scheduling Content on Social
Media: Theory, Evidence, and Application,” Journal of Marketing, 82 (6), 89—108.

46

Marketing Science Institute Working Paper Series



Kim, Do Yuon, Ha Kyung Lee, and Kyunghwa Chung (2023), “Avatar-Mediated Experience
in the Metaverse: The Impact of Avatar Realism on User-Avatar Relationship,” Journal of
Retailing and Consumer Services, 73 (July), 1-11.

Kim, Yunju and Heejun Lee (2024), “Consumers’ Responses to Metaverse Ads: The Roles of
Hedonic Versus Utilitarian Appeal and the Moderating Role of Need for Touch,” Journal of
Business Research, 179 (June), 1-13.

Kindermann, Bastian, Daniel Wentzel, David Antons, and Torsten-Oliver Salge (2024),
“Conceptual Contributions in Marketing Scholarship: Patterns, Mechanisms, and
Rebalancing Options,” Journal of Marketing, 88 (3), 29—49.

Lamberton, Cait and Andrew T. Stephen (2016), “A Thematic Exploration of Digital, Social
Media, and Mobile Marketing: Research Evolution from 2000 to 2015 and an Agenda for
Future Inquiry,” Journal of Marketing, 80 (6), 146—72.

Latoschik, Marc E. Daniel Roth, Dominik Gall, Jascha Achenbach, Thomas Waltemate, and
Mario Botsch (2017), “The Effect of Avatar Realism in Immersive Social Virtual Realities,”
in Proceedings of the 23rd ACM Symposium on Virtual Reality Software and Technology
Association for Computing Machinery, 1-10.

Li, Zehan, Xin Zhang, Yanzhao Zhang, Dingkun Long, Pengjun Xie, and Meishan Zhang
(2023), “Towards General Text Embeddings with Multi-Stage Contrastive Learning,” arXiv
preprint, (August 7), https://doi.org/10.48550/arXiv.2308.03281.

Loomis, Jack M., James J. Blascovich, and Andrew C. Beall (1999), “Immersive Virtual
Environment Technology as a Basic Research Tool in Psychology,” Behavior Research
Methods, Instruments, & Computers, 31 (4), 557-64.

Luangrath, Andrea Webb, Joann Peck, William Hedgcock, and Yixiang Xu (2022), “Observing
Product Touch: The Vicarious Haptic Effect in Digital Marketing and Virtual Reality,”
Journal of Marketing Research, 59 (2), 306-26.

Lv, Linxiang, Minxue Huang, Dawei Guan, and Kairui Yang (2023), “Minor Flaws Are Better:
The Positive Effect of Aesthetic Imperfection About Avatar Endorsers on Brand
Authenticity,” Journal of Business Research, 166 (November), 1-11.

Maclnnis, Deborah J. (2011), “A Framework for Conceptual Contributions in Marketing,”
Journal of Marketing, 75 (4), 136-54.

Martin, Kelly D. and Patrick E. Murphy (2017), “The Role of Data Privacy in Marketing,”
Journal of the Academy of Marketing Science,” 45 (2), 135-55.

Mai, Yunke and Bin Hu (2022), “Optimizing Free-to-Play Multiplayer Games with Premium
Subscription,” Management Science, 69 (6), 3437-456.

Massara, Francesco, Robert D. Melara, and Sandra S. Liu (2014), “Impulse Versus
Opportunistic Purchasing During a Grocery Shopping Experience,” Marketing Letters, 25
(4),361-72.

Messinger, Paul R., Xin Ge, Kristen Smirnov, Eleni Stroulia, and Kelly Lyons (2019) ,
“Reflections of the Extended Self: Visual Self-Representation in Avatar-Mediated
Environments,” Journal of Business Research,” 100 (July), 531-46.

Meta (2025), “We Believe In the Future of Connection in the Metaverse, (accessed September
13, 2025) https://www.meta.com/en-gb/metaverse/.

Miao, Fred, Irina V. Kozlenkova, Haizhong Wang, Tao Xie, and Robert W. Palmatier (2022),
“An Emerging Theory of Avatar Marketing,” Journal of Marketing, 86 (1), 67-90.

Moffett, Jordan W., Judith Anne Garretson Folse, and Robert W. Palmatier (2021), “A Theory

of Multiformat Communication: Mechanisms, Dynamics, and Strategies,” Journal of the
Academy of Marketing Science, 49 (3), 441-61.

47

Marketing Science Institute Working Paper Series



Mori, Masahiro, Karl F. MacDorman, and Norri Kageki (2012), “The Uncanny Valley [From
the Field],” IEEE Robotics & Automation Magazine, 19 (2), 98—100.

Nardi, Bonnie A. (1996), “Activity Theory and Human-Computer Interaction,” Context and
Consciousness: Activity Theory and Human-Computer Interaction, 436 (1), 7-16.

NVIDIA  (2025), “NVIDIA  Omniverse,” (accessed February 11, 2025),
https://www.nvidia.com/en-us/omniverse/.

Oh, Catherine S., Jeremy N. Bailenson, and Gregory F. Welch (2018), “A Systematic Review

of Social Presence: Definition, Antecedents, and Implications,” Frontiers in Robotics and
Al, 5 (October), 1-35.

Padmanaban, Nitish, Robert Konrad, Tal Stramer, Emily A. Cooper, and Gordon Wetzstein
(2017), “Optimizing Virtual Reality for All Users Through Gaze-Contingent and Adaptive
Focus Displays,” Proceedings of the National Academy of Sciences, 114 (9), 2183—188.

Peng, Yue, Kirsten Cowan, and Joel Lo Ribeiro (2025), “Into the Virtual Worlds:
Conceptualizing the Consumer-Avatar Journey in Virtual Environments,” Psychology and
Marketing, 42 (2), 374-94.

Peukert, Christian, Jella Pfeiffer, Martin MeiB3ner, Thies Pfeiffer, and Christof Weinhardt
(2019), “Shopping in Virtual Reality Stores: The Influence of Immersion on System
Adoption,” Journal of Management Information Systems, 36 (3), 755-88.

Pfeiffer, Jella, Thies Pfeiffer, Martin Meillner, and Elisa Weil3 (2020), “Eye-Tracking-Based
Classification of Information Search Behavior Using Machine Learning: Evidence from
Experiments in PhysicalShops and Virtual Reality Shopping Environments,” Information
Systems Research, 31 (3), 675-91.

Poppe, Erik, Ross Brown, Jan Recker, Daniel Johnson, and Irene Vanderfeesten (2017),
“Design and Evaluation of Virtual Environments Mechanisms to Support Remote
Collaboration on Complex Process Diagrams,” Information Systems, 66 (June), 59-81.

Potter, Thomas, Zoran Cvetkovi¢, and Enzo De Sena (2022), “On the Relative Importance of
Visual and Spatial Audio Rendering on VR Immersion,” Frontiers in Signal Processing, 2
(September), 1-10.

Pridmore, Jeannie and Gloria Phillips-Wren (2011), “Assessing Decision Making Quality in
Face-to-Face Teams versus Virtual Teams in a Virtual World,” Journal of Decision Systems,
20 (3), 283-308.

Prolific (2025), “Audience  Finder,”  (accessed  September 11,  2025),
https://www.prolific.com/audience-finder?audienceData=eyJjb3VudCI6MTI2NDUsImZpb
HRIenMiOlt7ImlkljoidnItaGVhZHNIdC1vd25lecnNoaX AiLCJuY W 11ljo1VIIgaGVhZHNId
CAo0b3duZXJzaGIwKSIsInNIbGVjdGVkIjpbllllcyJdfVOsInNTY XJjaFByb2 1wdCI6Im93b
nMgV1IgaGVhZHNIdCJ9.

Quiring, Oliver, and Wolfgang Schweiger (2008), “Interactivity: A Review of the Concept and
a Framework for Analysis,” Communications, 33 (2), 147-67.

Radhakrishnan, Unnikrishnan, Francesco Chinello, and Konstantinos Koumaditis (2021),
“Immersive Virtual Reality Training: Three Cases from the Danish Industry,” in 2021 IEEE
Conference on Virtual Reality and 3D User Interfaces Abstracts and Workshops (VRW), 1—
5

Radiah, Rivu, Daniel Roth, Florian Alt, and Yomna Abdelrahman (2023), “The Influence of
Avatar Personalization on Emotions in VR,” Multimodal Technologies and Interaction, 7
(38), 1-16.

48

Marketing Science Institute Working Paper Series


https://www.pnas.org/doi/abs/10.1073/pnas.1617251114#con1

Rauschnabel, Philipp A., Verena Hiittl-Maack, Aaron C. Ahuvia, and Katrin E. Schein (2024),
“Augmented Reality Marketing and Consumer—Brand Relationships: How Closeness Drives
Brand Love,” Psychology and Marketing, 41 (4), 819-37.

Rindfleisch, Aric , Alan J. Malter, Shankar Ganesan, and Christine Moorman (2008), “Cross-
Sectional Versus Longitudinal Survey Research: Concepts, Findings, and Guidelines,”
Journal of Marketing Research, 45 (3), 261-79.

Ringler, Christine, Nancy J. Sirianni, and Brett Christenson (2021), “The Power of
Consequential Product Sounds,” Journal of Retailing, 97 (2), 288-300.

Sarantopoulos, Panagiotis, Aristeidis Theotokis, Katerina Pramatari, and Anne L. Roggeveen.
(2019), “The Impact of a Complement-Based Assortment Organization on Purchases,”
Journal of Marketing Research, 56 (3), 459-78.

Seinfeld, Sofia, and Jorg Miiller (2020), “Impact of Visuomotor Feedback on the Embodiment
of Virtual Hands Detached from the Body,” Scientific Reports, 10 (December), 1-15.

Sheese, Brad E. and William G. Graziano (2005), “Deciding to Defect: The Effects of Video-
Game Violence on Cooperative Behavior,” Psychological Science, 16 (5), 354-57.

Simon, Herbert A. (1996). The Sciences of the Artificial, 3rd ed. The MIT Press.

Statista  (2025), “Metaverse - Worldwide,” (accessed February 11, 2025),
https://www.statista.com/outlook/amo/metaverse/worldwide.

Steptoe, William and Anthony Steed (2012), “Multimodal Data Capture and Analysis of
Interaction in Immersive Collaborative Virtual Environments,” Presence, 21 (4), 388—405.

Tao, Fei and Qinglin Qi (2019), “Make More Digital Twins,” Nature, 573 (September), 490—
91.

Ubrani, Jitesh, Ramon T. Llamas, and Ryan Reith (2025), “AR & VR Headsets Market
Insights,” (accessed September 11, 2025), https://www.idc.com/promo/arvr/.

Van Berlo, Zeph M.C., Eva A. van Reijmersdal, Edith G. Smit, and L. Nynke van der Laan
(2021), “Brands in Virtual Reality Games: Affective Processes Within Computer-Mediated
Consumer Experiences,” Journal of Business Research, 122 (January), 458—65.

Van Zelderen, Anand PA, Theodore C. Masters-Waage, Nicky Dries, Jochen 1. Menges, and
Diana R. Sanchez (2025) “Simulating Virtual Organizations for Research: A Comparative
Empirical Evaluation of Text-Based, Video, and Virtual Reality Video Vignettes,”
Organizational Research Methods, 28 (3), 457-86.

Verhagen, Tibert, Jaap van Nes, Frans Feldberg, and Willemijn van Dolen (2014), “Virtual
Customer Service Agents: Using Social Presence and Personalization to Shape Online
Service Encounters,” Journal of Computer-Mediated Communication, 19 (3), 529-45.

Verhulst, Isabelle, Rich Hemming, Adam Ganz, James Bennett, Rachel Donnelly, Dawn
Watling, and Polly Dalton (2024), “Predictors of the Sense of Presence in an Immersive
Audio Storytelling Experience, a Mixed Methods Study,” arXiv preprint, (June 9),
https://doi.org/10.48550/arXiv.2406.05856.

Wedel, Michel, Enrique Bigné, and Jie Zhang (2020), “Virtual and Augmented Reality:
Advancing Research in Consumer Marketing,” International Journal of Research in
Marketing, 37 (3), 443-65.

Weech, Séamas, Sophie Kenny, and Michael Barnett-Cowan (2019), “Presence and
Cybersickness in Virtual Reality Are Negatively Related: A Review,” Frontiers in
Psychology, 10 (February), 1-19.

49

Marketing Science Institute Working Paper Series


https://arxiv.org/search/cs?searchtype=author&query=Hemming,+R
https://arxiv.org/search/cs?searchtype=author&query=Ganz,+A
https://arxiv.org/search/cs?searchtype=author&query=Bennett,+J
https://arxiv.org/search/cs?searchtype=author&query=Donnelly,+R
https://arxiv.org/search/cs?searchtype=author&query=Watling,+D
https://arxiv.org/search/cs?searchtype=author&query=Watling,+D
https://arxiv.org/search/cs?searchtype=author&query=Dalton,+P

Wolfartsberger, Josef, Robert Zimmermann, Gabriele Obermeier, and Daniel Niedermayr
(2023), “Analyzing the Potential of Virtual Reality-Supported Training for Industrial
Assembly Tasks,” Computers in Industry, 147 (May), 1-10.

Yadav, Manjit S. and Paul A. Pavlou (2014), “Marketing in Computer-Mediated
Environments: Research Synthesis and New Directions,” Journal of Marketing, 78 (1), 20—
40.

Yang, Haiyang (2024), “The Genesis Effect: Digital Goods in the Metaverse,” Journal of
Consumer Research, 51 (1), 129-39.

Yee, Nick and Jeremy Bailenson (2007), “The Proteus Effect: The Effect of Transformed Self-
Representation on Behavior,” Human Communication Research, 33 (3), 271-90.

Yim, Mark Yi-Cheon, Vincent J. Cicchirillo, and Minette E. Drumwright (2012), “The Impact
of Stereoscopic Three-Dimensional (3-D) Advertising,” Journal of Advertising, 41 (2), 113—
28.

Zahedi, Fatemeh Mariam, Huimin Zhao, Patrick Sanvanson, Nitin Walia, Hemant Jain, and
Reza Shaker (2022), “My Real Avatar Has a Doctor Appointment in the Wepital: A System
for Persistent, Efficient, and Ubiquitous Medical Care,” Information & Management, 59 (8),
1-25.

Zhang, Haowei, Yang Lv, Justin Zuopeng Zhang, Linda D. Hollebeek, Abhishek Behl, Sigitas
Urbonavicius (2025), “Exploring Purchase Intention in Metaverse Retailing: Insights From
an Automotive Platform,” Journal of Retailing and Consumer Services, 82 (January), 1-11.

50

Marketing Science Institute Working Paper Series



WEB APPENDIX

SPATIAL MARKETING RESEARCH:
LEVERAGING 3D VIRTUAL AND INTERACTIVE SPACES TO STUDY

MARKETING PHENOMENA
Content
Web Appendix A — Journals Included in Literature Analysis ........ccccceeveevverciienieeiieenieeieennenns 2
Web Appendix B — Distribution of 3VIS Articles Over Time .........cccceevvevienerienienenienieene 9
Web Appendix C — Technical Details for Literature Analysis........cccccveeeieeeeiieeniiieeniieesieeenns 10
Web Appendix D — Additional Information on Methodological Framework .......................... 14
Web Appendix E — Spatial Data Extraction Tutorial ............ccceeeiiiieiiieniiieeieecieeeee e 18
Web Appendix F — Spatial Data ShOWCASE.........ccveviieiiiiiiiiiiecieeeee e 36
Web Appendix G — Example Configurations of 3VIS Studies .........cccceeveeviiiiieniieiienieeen, 39

These materials have been supplied by the authors to aid in the understanding of their paper.

The AMA is sharing these materials at the request of the authors.

Marketing Science Institute Working Paper Series



Web Appendix A — Journals Included in Literature Analysis
In our literature review, included a total of 289 scholarly journals in marketing as well
as other business disciplines, information systems, economics, and some in general science,
based on the 70" edition of Harzing’s (2023) ‘Journal Quality List’, a collation of 11 different
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Web Appendix B — Distribution of 3VIS Articles Over Time
The following figure shows the distribution of 3VIS articles (i.e., articles that appeared

in one of the 289 scholarly journals listed in Web Appendix A) over time, from 1969 until 2023.
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Web Appendix C — Technical Details for Literature Analysis
Details about NLP-based clustering

As a first step, we created embeddings, i.e., a high-dimensional numeric tensor
representation that captures the meaning of text based on its context (not just the words used),
for each paper’s combined title and abstract. We use one of the best performing general text
embedding models according to the MTEB leaderboard, gte-Qwen2-7B-instruct (Li et al.
2023;Hugging Face 2025; Muennighoff et al. 2023), the de-facto standard when it comes to
ranking embedding performance on several key metrics. The resulting embeddings are highly
dimensional (3,584 dimensions), posing challenges for traditional clustering approaches as the
curse of dimensionality leads to almost equidistant points in complex spaces, rendering (dis-)
similarity assessments fruitless (Assent 2012).

As a second step, we therefore reduced the dimensionality using UMAP (Mclnnes, Healy,
and Melville 2020), projecting embeddings to nine dimensions (as with all hyperparameters,
we extensively tested multiple configurations to ensure the robustness of our solution). UMAP
draws on strong theoretical foundations in Riemannian geometry and algebraic topology to
create a high-dimensional graph representation of data. Through this, it can preserve data
structures well when projected to lower dimensions and offers comparatively better
performance to approaches like t-SNE (see Coenen and Pearce 2019 for an illustration).

As a third step, to identify clusters from the reduced embeddings, we use HDBSCAN
(Campello, Moulavi, and Sander 2013), a hierarchical variant of density-based clustering that
overcomes limiting and unrealistic assumptions of traditional clustering methods, e.g.,
spherical and equally dense and sized clusters forming around a centroid as well as the absence
of outliers and noise in the data in the case of k-means (see Berba 2020 for an illustration) and
is generally considered to yield robust solutions. To select hyperparameters for cluster

identification, we used the Density Based Cluster Validity score (Moulavi et al. 2014), which
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accounts for the density and connectedness of clusters. We then refined this selection through

human expert judgments concerned with the stability and face validity of the solutions.

Value Stream Classifications of Articles

To classify articles into the four value streams of 3VIS, (1) as a research object, (2) as an
application, (3) as a rigorous method, and (4) as an economical method, we adopted a few-shot
learning strategy utilizing OpenAI’s GPT-5 with the temperature parameter fixed at 1. This
setting controls the stochasticity of token sampling, balancing diversity and determinism in the
model’s outputs. Few-shot learning relies on supplying detailed task and context descriptions
to guide a large pretrained model in performing classification without traditional without
gradient-based task training and without dev-set tuning, while still achieving performance
comparable to supervised classifiers (Brown et al., 2020; Schick and Schiitze 2022).

We engineered an effective task-specific prompt by providing precise category definitions
aligned with the value stream descriptions in the main text. To enhance adherence, the model
was instructed to articulate its reasoning and return structured JSON-formatted outputs. Each
article could be assigned to none, one, or multiple categories.

Two domain experts (in 3VIS research and NLP methods) iteratively refined the prompt.
In each iteration, the experts randomly selected 78 articles (plus one article with which they
were intimately familiar) stratified across clusters and evaluated the model’s output against
established classification metrics (accuracy, precision, recall, and F1 score). The final prompt,
reported below, achieved satisfactory performance even when being strict (i.e., treating edge

cases as wrong classifications):
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Table WA-C1: Classification Metrics

Accuracy Precision Recall F1-Score
0 1 0 1 0 1

3VIS as research
object 92% 100% 83% 100% 100% 93% 91%
(1’1] = 30)
3VIS as an
application 90% 96% 80% 89% 92% 92% 86%
(1’11 = 26)
3VIS as a rigorous
method 97% 99% 91% 99% 91% 99% 91%
(n =11)
3VIS as an
economical method 97% 99% 83% 99% 83% 99% 83%
(n =06)
Note: N = 79 articles stratified across 13 clusters (12 clusters + unassigned articles = noise). All articles coded by two domain experts and
judged against predicted classes produced by few-shot prompt engineering using ChatGPT-5.

System prompt:

You are a diligent and detail-oriented research assistant, who underwent
rigorous academic training and is an expert in virtual technologies and
applications.

User prompt:

# Context

You are working on a research project that tries to understand the existent
interdisciplinary literature landscape involving three-dimensional,
virtual, and interactive spaces (3VIS).

In the course of this, your team has identified four distinct value
streams:

(1) First stream: 3VIS as a research object

This stream deals with the human experience of virtuality and thus focuses
on 3VIS as the research object.

The stream focuses on creating new knowledge about phenomena which are
essential and often unique in 3VIS, the relationships among those phenomena
and 3VIS users, as well as their economic impact.

Exemplary research topics focus on avatars, virtual consumption, revenue
models, specific applications (e.g., virtual retail), and facets of
consumer behavior (e.g., presence, flow, brand perceptions) among others.

(2) Second stream: 3VIS as an application

This stream leverages 3VIS to progress and understand physical world
applications (the real-world opposite to virtuality) and thus sees 3VIS as
an application.

The stream builds on the idea of using 3VIS as an application to (a)
understand or solve real-world challenges or (b) substitute/augment/extend
applications rooted in reality. Researchers use/study 3VIS as a tool to
improve existing approaches usually carried out in physical (or two-
dimensional digital) environments.
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Exemplary research topics include virtual prototyping to predict sales,
team meetings, and employee trainings among others.

(3) Third stream: 3VIS as a rigorous method

This stream is methodological in nature and uses 3VIS as a better
replication of current methods used in real-world settings (e.g., physical
methods like lab studies or 2D digital methods like digital vignettes).
Scholars aim to leverage the unique properties of 3VIS to test theories in
controlled yet ecologically valid settings, building on virtual
replications of real-world settings.

Examples of research applications include the investigation of consumer
behavior under controlled settings (e.g., the in-depth investigation of
vicarious touch in immersive settings) or combine granular behavioral
tracking with A/B testing capabilities that mirror real-world consumer
decision-making (such as studies conducted in virtual worlds like World of
Warcraft) among others.

(4) Fourth stream: 3VIS as an economical method

This stream is methodological in nature and considers 3VIS as
methodological alternative to existent empirical research designs, which is
more cost-effective. By reducing the need for resource-intensive field
experiments, this pathway aims to enable scalable and cost-effective
research while maintaining rigorous methodological standards.

Examples of research applications include the test of complex factory
layouts or retail store configurations that are costly and resource
intensive in the real world among others.

The streams are not mutually exclusive. One paper can belong to many
streams.

# Task
Your task is to (a) classify which of the value streams and (b) provide the
reasoning behind your explanation to document our choices.

# Input

Please classify the following paper based on its title (delimited by four
plus signs ++++) and abstract (delimited by four minus signs ----)

Title: ++++{PLACEHOLDER FOR TITLE}++++

Abstract: ----{PLACEHOLDER FOR ABSTRACT}----

# Desired Output
Please provide your output as JSON (do not include any text outside the
JSON object), strictly following this format:
{{research_object: int [1 indicates that the paper belongs to the stream
"3VIS as a research object", 0 otherwise],

application: int [1 indicates that the paper belongs to the stream "3VIS
as an application", @ otherwisel],

method_rigorous: int [1 indicates that the paper belongs to the stream
"3VIS as a rigorous method", @ otherwise],

method_economical: int [1 indicates that the paper belongs to the stream
"3VIS as an economical method", @ otherwise],

reasoning: str [2-4 sentences explaining the classification, explicitly
referencing phrases from the abstract/title that support the assignment]]

)
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Web Appendix D — Additional Information on Methodological Framework

Table WA-D1. 3D Environments and Central Tradeoff for Researchers

Closed virtual
worlds

Open and semi-

open virtual worlds

Custom-build
virtual worlds

Central tradeoff:
customizability vs.
resource investment

of objects and
scenes possible

-Minimal resources

required (e.g.,
accepting the
terms and
conditions or a
small usage fee)
Horizon Worlds,
Horizon
Workrooms,
Bigscreen
Abramczuk et al
(2023); Edelblum
and Giesler (2025);
Szita et al. (2024)

Examples

Prior research
(selection)

-No customization

- Customization of
scenes and objects
within boundaries
of owner

- Certain resources
required (e.g.,
entering objects
and scenes via the
SDK)

Spatial, Remio,
VRChat, Microsoft
Mesh

Saffo et al. (2020);
Sykownik et al.
(2021)

- Full customization
possibilities

- High resource
investment (e.g.,
complete software
development,
travel costs for
participants)

A virtual model of a
physical retail space

Luangrath et al.
(2022); Bigne,
Llinares, and
Torrecilla Moreno
(2016); Pfeiffer et al.
(2020)

Marketing Science Institute Working Paper Series



15

Table WA-D2. Overview of Interacting Entities and Central Tradeoff to Be Solved

Generic Entity Self-Avatar Fully Customizable
Entity
Central tradeoff: - High control: all -Medium control: - Limited control:
study control vs. subjects are avatars differ avatars can differ
subjects’ represented by the across subjects, across subjects

identification with
the interacting entity

same entity (e.g.,
hands only or
robotic avatar)

- Limited
identification:
while subjects can
become present in
a virtual world,
they may not
easily identify
with a generic
entity

Hands only in a
single-player VR
shopping simulation
Senyuz, Hasford,

Examples

Prior research

but in pre-defined
constraints

- Medium to high
identification:
subjects can
achieve proximity
to ideal or actual
human self within
given constraints

Ready Player Me
(based on photo
upload)

Lin et al. (2021);

even more as in
physical reality

-High
identification:
representation
through the actual
or ideal self

Meta Avatars;
Baldur’s Gate 3

Taylor et al. (2024);

(selection) and Wang (2025); Messinger et al. Seymour et al.
Skowronski, (2019); Yang et al. (2021)
Busching and Krahé¢  (2023)
(2021)
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Table WA-D3. Overview of Access Devices and Central Tradeoffs to Be Solved

3D Hardware

2D Hardware

Central tradeoff:

immersion vs. scalability of

the study and resources

Examples

Prior research (selection)

- High immersion and
tracking capabilities:
subjects are transported to
the 3VIS in 3D and all of
their actions can be
tracked

- Limited scalability: for
many studies, a central
location lab will be
required

Meta Quest 3, Apple Vision
Pro

Luangrath et al. (2022);
MeiBner et al. (2020);
Seymour et al. (2021)

- Limited immersion and
tracking capabilities:
subjects are transported to
the 3VIS in 2D and some
of their actions can be
tracked (e.g., object
tracking)

- High scalability: studies
can be run remotely on
personal computers of
subjects

Tablets and smartphones
(e.g., iPhone, 1Pad)

2D computers/laptops

Fritz, Hadi, and Stephen
(2023); Hoffmann et al.
(2022); Bhagwatwar,
Massey, and Dennis (2018);
Pizzi, Vannucci, and Aiello
(2020)
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Table WA-D4: Exemplary Marketing Studies That Use 3VIS for Research to Enhance
Validity

3VIS Studies Research Aim  Role of 3VIS Type of 3VIS Internal External
(selection) within Study Validity Validity
Empirical Demands Demands
Package
Branca, Analyzing Partof a 3VIS as e Medium e Medium
Resciniti, and consumers’ package economical (perceptual (proxy 3D
Loureiro (2022) behavior means to data) environment)
toward reduce costs
packaged and effort and
products 3VIS as
application
DeHoratius et Examining Sole empirical ~ 3VIS as e High e High
al. (2025) effects of basis economical (usage of (real-effort
execution means to spatial data) task)
failures in retail reduce costs
supply chains and effort
Harz, Forecasting Sole empirical ~ 3VIS as e High e High
Hohenberg, and purchase basis application (as (usage of (photorealis-
Homburg behavior a prediction spatial data) tic 3D
(2022) regarding new tool) environment)
(hypothetical)
products
Hennig-Thurau  Examining Sole empirical ~ 3VIS as object e Medium e High
etal. (2023) social basis (behavior in (perceptual (leading
interaction in 3VIS) and data) metaverse
high-immersive 3VIS as platforms)
settings application (3D
meetings)
Sarantopoulos Studying the Part of a 3VIS as e Medium e Medium
etal. (2019) moderating role  package (superior) (passive (simulated
of shopping method to boost observation) 3D
goal specificity research depiction)
in a retail validity
context as part
of a larger
framework
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Web Appendix E — Spatial Data Extraction Tutorial

Web Appendix E provides a practical tutorial for extracting spatial data from a 3VIS
study. The goal is to help democratize 3VIS research, which often requires advanced technical
expertise such as Unity programming. To lower these barriers, the tutorial offers detailed
guidance along with curated resources, including links to platforms that support spatial data
extraction, explanations of the underlying technical foundations, and Python code snippets. By
doing so, it empowers non-technical scholars to leverage the opportunities of 3VIS more
effectively and to rigorously collect the spatial data needed to test their hypotheses. The tutorial

1s structured as follows:

Table WA-E1: Spatial Data Extraction Tutorial Overview

# | Topic Content

1 | Overview of Spatial Data A brief overview of spatial data, its
characteristics as well as of applied and
academic use cases.

2 | Resources A curated list of tools and learning materials
required to begin 3VIS development that enables
spatial data extraction.

3 | Extracting Spatial Data A detailed guide through a mockup experiment,
covering:

1. Scene setup: Configuring a simple 3D
environment in Unity for effective data
capture.

2. Sample experiment. Hands-on
demonstration of preparing an
experimental application to extract
spatial data.

Overview of Spatial Data

Spatial data must be accessed directly through the 3D environment, which is possible in
open, semi-open, or custom-built virtual worlds (see manuscript section “3D Environments”).
This tutorial focuses on custom-built virtual worlds, as they provide the broadest range of

extractable spatial data (Cesanek et al. 2024; Hubbard and Aguinis 2023). Access is typically
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enabled through game engines such as Unity or Unreal Engine, yet these engines and their tools
are designed for commercial software development (Wolfel et al. 2021) and mostly lack built-
in tools for systematic academic data collection, posing significant challenges. To address this
issue, we provide practical guidance on extracting, structuring, and analyzing spatial data from
3VIS environments. Our goal is to offer an accessible entry point for non-technical researchers.
By outlining foundational steps for setting up a VR environment and extracting spatial data,
this tutorial helps scholars focus on research objectives rather than technical hurdles.

Spatial data denotes the time-stamped, high-frequency recordings of participants’ actions
within a 3VIS study (see manuscript subsection “Data Needs”). Table WA-E2 provides a non-
exhaustive overview of common spatial data categories, their definitions, and associated
research opportunities and challenges. A defining characteristic of these data types is their
intrinsic relationship to the virtual 3D environment. For instance, while audio can be recorded
in the physical world (falling under “lassical Observational Methods™), it only becomes spatial
audio within a 3D environment when its origin, direction, and attenuation are tracked relative
to the interacting entities and the environment’s geometry (Ruotolo et al. 2013). This relational

context is fundamental to all forms of spatial data.

Table WA-E2: Spatial Data Categories

Type Definition Resources Typical Challenges
Between Interaction between (McCall, 2016) (1) Interpreting subtle social cues
Interacting entities in 3VIS, such as and non-verbal communication from
Entities gestures, body language avatar interactions.

and distance. (2) Ensuring smooth and

synchronized interactions between
users across networks, especially
with varying latency.

(3) Transporting social signals and
intentions through interacting
entities.

Interacting Interaction of a single Harz, Hohenberg, and (1) Ensuring the entity’s interaction
Entities and avatar with objects in the Homburg (2022) with the world feels realistic and
Environment world, such as picking up engaging for the user.
objects or clicking (2) Translating diverse real-world
buttons. user actions into meaningful and
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Type

Spatial Audio

Gaze

Eye

Locomotion

Full Face and
Body Capture

Resources

Definition

Audio can be created in
3D and originate from
avatars or the virtual
environment.

Where the user is looking
within the 3D
environment

In extension to gaze,
pupils can be measured to
get more precise
information on what users
are looking at.

Users move and navigate
within 3D environment.

Comprehensive data
captured about various
body parts of users.

Resources

(Rutolo et al. 2013)

(Kim 2024)

(Bischof et al. 2024)

(Boletis und Cedergren
2019)

(Murray and Basu 1994;
Rogers et al. 2022)

Typical Challenges

intuitive interactions in the 3D
environment.

(1) Creating and capturing
convincing 3D soundscapes that
accurately reflect real-world
acoustics.

(2) Evaluating such data can be
computationally intense.

Understanding what gaze data shows
is not trivial in terms of user
attention, intention, or cognitive
processes and subject to variables
like the field of view.

(1) Eye-tracking data can be noisy
and affected by blinks, saccades, and
technical limitations.

(2) Linking eye metrics (pupil
dilation, blink rate) reliably to
specific cognitive or emotional
states is complex.

Room-scale 3D environment setups
have physical boundaries, restricting
natural walking locomotion.

(1) Real-time processing of full face
and body capture data can be
computationally very intense.

(2) Realistically animation and
capturing are difficult.

While several game engines can be used to create 3D environments, this tutorial focuses

on Unity. We chose Unity for its accessibility, market leadership, and the extensive library of

community-developed tools that support research applications. That said, the principles

outlined here are largely transferable to other platforms, such as Unreal Engine.

For researchers new to programming and 3D development, the learning curve can seem

steep, but it becomes manageable when core skills are learned in a structured order. Beyond

this tutorial, acquiring basic coding knowledge is essential, and we recommend beginning with

the following fundamentals.
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Core Programming Skills (C# Language)

At its core, interacting with Unity involves programming. Unity uses the C# programming
language to define all custom logic, from how a participant moves, to how an object responds
when touched, to the very scripts that will extract your spatial data. A basic understanding of
programming concepts can be very helpful. For absolute beginners:

e Microsoft’s official C# fundamentals: Start here to learn the absolute basics of the
language, independent of Unity. Understanding variables, functions, and conditional

logic is essential. Microsoft C# 101 Video Series.

e “Introduction to scripting” by Unity: Once you understand basic C# concepts, this
official Unity tutorial will teach you how to apply them within the Unity environment.

Unity Learn: Introduction to Scripting.

Understanding the Unity Editor

The Unity editor is your virtual laboratory, the software where you will build your 3D
environment, place objects, and run your experiments. Before you can program within it, you
must be comfortable navigating its interface. Key concepts to master:

e The editor interface: Learn what the scene view, game view, hierarchy, project window,
and inspector are.

e Game objects and components: Understand that everything in your scene is a Game object
(an avatar, a product, a light source) and its properties and behaviors are defined
by components (e.g., a “rigid body” component makes an object obey physics). This is
the foundational logic of all Unity development.

e “Getting Started” pathway by Unity: This official tutorial series is the best place to begin.
It will guide you through the interface and core concepts in a structured way. Unity [earn:
Get Started with Unity.
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VR-Specific Development in Unity

Once you are comfortable with basic C# and the Unity editor, you can begin focusing on
VR-specific functionality. This involves integrating your headset and controllers with the Unity
engine so a user can see and interact with your virtual world.

e Core VR setup: Unity provides a toolkit to simplify this process, which handles tasks
like tracking the headset’s position, reading controller inputs, and enabling interactions
like pointing and grabbing.

e Unity’s XR Interaction Toolkit (XRI): This is the modern, official package for VR

development in Unity. Learning how to set it up is a critical step. Official learning

pathway.

Essential Development Practices
To ensure your research project is manageable and your data is secure, adopting
professional development practices from the start is vital:

e Version control (Git): This is a system for tracking changes in your project files. It is
essential for collaborative work, for backing up your project, and for reverting to a
previous version if an error is introduced. All serious development work, academic or

otherwise, relies on version control. Set up version control.

Hardware and Setup
Finally, ensure your physical hardware is correctly configured for development:

e System requirements: You will need a VR-ready computer and a supported VR headset
(e.g., Meta Quest).

e Connecting your headset: For development, you will need to connect your headset to
your computer. For standalone headsets like the Meta Quest, this is typically done via
a USB-C cable or a dedicated wireless connection (Air Link). You will also need the

relevant PC software (e.g., the Meta Quest Link App).
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Extracting Spatial Data

Before starting, please make sure that you have installed Unity and connected a VR headset
to your computer. The VR headset should be ready and tested for development purposes. Be
sure to have the device in developer mode and full admin rights to debug and install custom
apps. For this tutorial we are using editor version 2022.3.15, you should use the latest version

available. If you have not done this, the following links should get you started:

Meta Quest
HTC Vive

Pico
Further, if you have some experience with Unity and want to see the results of this tutorial,
you can download the finished project and test it yourself:

https://github.com/AnonymousUserAc/SpatialDataExtractionTutorial

Setting Up Your Unity Scene
First, we need to create a new project. Choose to create a new Unity project using the
3D URP/3D (Built-In Render Pipeline) template. You may need to download the template

before using it.
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Unity Hub 3.8.0

New project
LTS

All templates

Core
2D (Built-In Render Pipeline)

Sample Core
Learning
3D (Built-In Render Pipeline)
Core
3D (Built-In Render Pipeline)

oty 3D proj
Universal 2D

Core
Read more

Universal 3D
Core

Project name
SpatialData
High Definition 3D

Create project

Figure WA-E1: New 3D URP Project

Next, install XR Plugin Management, once the installation is complete, select OpenXR
as the plug-in provider for both PC and Android platforms. Add the interaction profile that
corresponds to the device you are using. Then install the XR Interaction Toolkit from the
package manager, you can find this in the Unity editor under Window > Package
Management and proceed as seen in Figure WA-E2. After the installation is complete, find the

samples section within the same window and import the Starter Assets.

=)
+ L 4
All
Packages

, XR Interaction Toolkit Install
ZR Interaction Toolkit

2.5.4 - April 11, 2024

From Unity Regist

Figure WA-E2: Import XR Interaction Toolkit

Marketing Science Institute Working Paper Series



25

For the first spatial data extraction project, add a plane to your scene and give it a material
with the color black. Now, we need to set up the XR system. Right-click in the scene hierarchy
again and go to XR > XR Origin (VR). This action will create a new main camera along with
left- and right-hand controllers. XR Origin (VR) is available after you have installed the XR
Interaction Toolkit and importing the Starter Assets. You can now delete the existing Main
Camera that was initially created in your scene. Select the XR Origin and change the tracking
origin mode in the inspector to Floor. This adjustment ensures that the player’s height is

accurately considered when they wear the VR headset.

Figure WA-E3: Create XR Origin

Next, we need to set a preset for both the left- and right-hand controllers so that you do not
have to configure the XR Controllers manually. In the scene hierarchy, select the LeftHand
Controller and in the inspector, klick the slider (middle) button of the XR Controller (Action-
Based) component, where you can then see the Controller Input Preset Manager. From the
list of available presets, choose a suitable preset that matches your controller. Repeat the same

process for the RightHand Controller.
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Sample Experiment
To get your first experiment started you should follow at least these steps before running

any experiments using spatial data:

1. Designing your research

Start with a clear definition of your research objectives. What questions are you trying
to answer with this study? How will spatial data help you achieve these goals? Determine the
variables you need to capture. These could include the position and orientation of the VR
headset, the movement of hand controllers, movement of avatars, user interactions with the
virtual environment, interactions between avatars, and physiological data like heart rate or eye-

tracking metrics.

2. Preparing the scene

Ensure your scene is optimized and that you capture all the data needed to answer your
research questions. Design your scene and add interactive elements or assets which are needed
for your study and that will help you gather relevant data. For example, objects that users can
pick up, buttons they can press, or areas they can explore. Make sure your data logging is robust

and captures all necessary variables.

3. Running the experiment

Before running the actual experiment, conduct several tests and test studies. We suggest
that you test early and often. It is often hard to fix problems which have been made early, later
on as more and more complicated code and assets are added to your project. These smaller tests

will help you identify any issues in your setup, ensure your data logging is accurate, and make
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necessary adjustments to your VR environment. Also, collect feedback from participants to
understand any usability issues or confusing aspects of your 3D environment. Make sure the
experiment runs smoothly to minimize external factors affecting your data. It is important to
test your study with different people as people experience effects like motions sickness
differently.

In the following sections, this tutorial will walk you through a sample experiment that
demonstrates how to implement the three key steps. For this demonstration, we will use a
virtual store shelf as the focal point of our study. The objective is to observe and analyze
participants’ behavior as they interact with this store shelf in a simulated environment.
Specifically, this guide will illustrate how to determine whether participants are visually
focusing on the shelf and whether they engage with it through interactions, such as grabbing
or pointing. By following this example, you should gain a better understanding of how to set
up and execute similar experiments using spatial data in your own research projects. We will
start by defining the research objectives, identifying the variables that need to be tracked, and
then proceed to prepare the VR environment by integrating the necessary 3D assets and
scripting the interactions. This practical example will serve as a comprehensive guide, enabling

you to replicate and adapt these steps for your own experimental needs.

Designing Your Experiment

To begin, the objective of this experiment is to understand how people visually explore and
interact with a store shelf in a 3D environment. Variables are the position and orientation of the
VR headset and interactions with the shelf. Hereby we can understand what and from where
participants are looking at the shelf and if they are pointing with their hands at the shelf. We
will start by learning how to collect positional and rotational data from the VR headset. We

start by capturing data from the main camera, which represents the VR headset in Unity. This
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will allow us to record the position and rotation of the headset in the 3D environments. In the
Unity editor, navigate in the scene hierarchy to the Main Camera of the XR Origin (XR Rig).
Click on AddCompontent and type in the name of the script SpatialDataExtractor. Then

klick on New script as seen in Figure WA-E4.

@ SpatialData - SampleScene - Android - Unity 2022,3.15F1% <DX11> - >

File Edit Assets GameObject Component Services Window Help

“tor

" Main Camera

Camera

i1 v AudioListener

+ Tracked Pose Driver (Input System)

Add Component

New script

Figure WA-E4: Create Spatial Data Extraction Script

Now, open the SpatialDataExtractor script by double clicking and add the basic code
from below to start capturing spatial data. For now, you can use a simple text editor to insert
the code. Advanced users should switch to an integrated development environment for better
syntax highlighting and additional features. You can set the logFilePath variable to a local file

path of your choice, to save the spatial data at a designated location.
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using System.Collections;

using System.Collections.Generic;
using UnityEngine;

using System.IO;

public class SpatialDataExtractor : MonoBehaviour

{
private string logFilePath; // Path to the log file
private Camera mainCamera; // Reference to the MainCamera

void Start()
{

// Set the path for the log file (e.g., in the Persistent Data Path
for cross-platform compatibility) The path can also be set to a fixed local
path "C:\\Users\\<<YourUser>>\\Desktop\\"

logFilePath = Path.Combine(Application.persistentDataPath,

"Cameralog.txt");

// Initialize the reference to the MainCamera
mainCamera = Camera.main;

// Check if the file exists, and create it if not
if (!File.Exists(logFilePath))

{
File.WriteAllText(logFilePath, "Time, Position, Rotation,
Direction\n");
}
}
void Update()
{
// Get the current time
string time = System.DateTime.Now.ToString("HH:mm:ss.fff");
// Get the position and rotation of the MainCamera
string position = mainCamera.transform.position.ToString("F3");
string rotation = mainCamera.transform.
rotation.eulerAngles.ToString("F3");
// Get the direction the MainCamera is looking at
string direction = mainCamera.transform.forward.ToString("F3");
// Create the log line
string logLine = $"{time}, {position}, {rotation}, {direction}\n";
// Write the log line to the file
File.AppendAllText(logFilePath, loglLine);
}
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This code snippet will track in each frame, where the VR headset is and which way it is
facing. Then the script saves this information in the log file. To test the script, press the play
button to start your Unity scene, while wearing your VR headset. You should see the black
plane at the bottom and be able to move your head. This should result in tracking the movement

and being saved to your selected path. The data captured now looks as follows:

Time, Head-Position, Head-Rotation, Gaze direction

18:59:57.563, (-0.132, 1.020, -0.037), (6.107, 10.587, 0.190), (0©.183, -0.106, 0.977)
18:59:57.574, (-0.133, 1.021, -0.038), (6.026, 10.481, 0.411), (0.181, -0.105, 0.978)
18:59:57.588, (-0.137, 1.024, -0.041), (4.934, 10.081, 0.664), (0.174, -0.086, 0.981)
18:59:57.602, (-0.138, 1.025, -0.042), (4.745, 9.979, 0.696), (0.173, -0.083, 0.981)
18:59:57.617, (-0.139, 1.026, -0.042), (4.413, 9.875, 0.884), (0.171, -0.077, 0.982)
18:59:57.631, (-0.140, 1.027, -0.043), (4.088, 9.748, 1.202), (0.169, -0.071, 0.983)
18:59:57.646, (-0.141, 1.027, -0.044), (3.633, 9.567, 1.505), (0.166, -0.063, 0.984)
18:59:57.660, (-0.142, 1.028, -0.044), (3.153, 9.258, 1.615), (0.161, -0.055, 0.985)
18:59:57.674, (-0.143, 1.028, -0.045), (2.791, 8.951, 1.620), (0.155, -0.049, 0.987)
18:59:57.689, (-0.144, 1.029, -0.045), (2.556, 8.680, 1.555), (0.151, -0.045, 0.988)
18:59:57.703, (-0.146, 1.029, -0.045), (2.418, 8.358, 1.510), (0.145, -0.042, 0.988)
18:59:57.717, (-0.148, 1.029, -0.046), (2.273, 7.928, 1.480), (0.138, -0.040, 0.990)

Congratulations, you have extracted your first spatial data! We will now continue with the
rest of the experiment. Insert a cube object, which serves as a mock-up for our store shelf.
Follow the same steps as before to insert the 3D object. Place the cube in the scene at an
appropriate location. It is important that the cube contains a Box Collider component, add this
component to the cube if it is missing. Your scene should now look as depicted in Figure WA-

ES.
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Eff.‘ + Mesh Renderer

Materials

Lighting

Add Component

Figure WA-ES5: Create Store Shelf Mock-Up

Preparing the Scene

Next, we need to set up our scene so that we can collect spatial data. For this we will use
the same script we had earlier to track the Main Camera of the XR Rig. Then we want to
capture whether the participant is looking at our shelf or not. For this we need to first configure
the shelf and attach a collider to it. Select the shelf and go to Add Component and search for
Rigid Body, add it to the store shelf.

Then we need to create a new script attached to the Main Camera which tracks if the gaze
ray (the direction in which the main camera is facing) hits the shelf collider. We do this with

the following code:
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using System.Collections;

using System.Collections.Generic;
using UnityEngine;

using System.IO;

public class CameraRayColider : MonoBehaviour
{

private string logFilePath; // Path to the log file

private bool isLookingAtShelf = false; // To track if currently looking at
the shelf

private Camera mainCamera;

public Collider shelfCollider; // Reference to the shelf

void Start()

{

// Set the path for the log file

logFilePath = Path.Combine(Application.persistentDataPath, "ShelflLog.txt");
// Initialize the reference to the MainCamera
mainCamera = Camera.main;

}

void Update()

{

// Get the eye gaze direction from your eye-tracking solution
Vector3 eyeGazeDirection = mainCamera.transform.forward;

// Perform a Raycast to check if the gaze is hitting the shelf collider
Ray gazeRay = new Ray(mainCamera.transform.position, eyeGazeDirection);
RaycastHit hit;

string time = System.DateTime.Now.ToString("HH:mm:ss.fff");

if (Physics.Raycast(gazeRay, out hit) && hit.collider == shelfCollider)
{
if (!isLookingAtShelf)
{
isLookingAtShelf = true; // Update the state to looking at the shelf
// Write the log line to the file
File.AppendAllText(logFilePath, $"{time}, Started looking at the shelf \n");
}
}
else
{
if (isLookingAtShelf){
// Write the log line to the file
File.AppendAllText(logFilePath, $"{time}, Stopped looking at the shelf \n");

}
isLookingAtShelf = false; // Update the state to not looking at the shelf

}
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+ Camera Ray Colider (Script)

Shelf Collider i Cube (Box Collider)

Figure WA-E6.: Camera Ry Colider (Script) Configuration

After you have created the script go back to the Main Camera and configure the Shelf

Collider variable as seen in Figure WA-E6. You can search for the cube by pressing the circle

button on the right side of the variable.

The next script we need is to capture if one controller is touching or hovering the shelf.
The hovering works in the same way with a controller ray and hit collider. If that is the case,

we can also check if the controller is currently being clicked. Use the following script and add

it to both controllers.
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using System.Collections;

using System.Collections.Generic;

using UnityEngine;

using System.IO;

using UnityEngine.XR.Interaction.Toolkit;
using UnityEngine.InputSystem;

public class ControllerShelfInteraction : MonoBehaviour

{
private string logFilePath; // Path to the log file
private bool isPointingAtShelf = false; //is currently looking at shelf
public Collider shelfCollider; // Reference to the shelf
// Reference to the controller input action (configured in Input System)
public InputActionProperty selectAction;

void Start()

{

// Set the path for the log file

logFilePath = Path.Combine(Application.persistentDataPath, "ShelflLog.txt");

void Update()
{
// Perform a Raycast to check if the gaze is hitting the shelf collider
Ray ray = new Ray(transform.position, transform.forward);
RaycastHit hit;
string time = System.DateTime.Now.ToString("HH:mm:ss.fff");

if (Physics.Raycast(ray, out hit) && hit.collider == shelfCollider)
{

if (selectAction.action.WasPressedThisFrame())

{
File.AppendAllText(logFilePath, $"{time}, Player interacts with shelf \n");

}

if (!isPointingAtShelf)
{
isPointingAtShelf = true; // Update the state to looking at the shelf
// Write the log line to the file
File.AppendAllText(logFilePath, $"{time}, Started pointing at the shelf \n");
}
}
else
{
if (isPointingAtShelf){
File.AppendAllText(logFilePath, $"{time}, Stopped pointing at the shelf \n");
}
isPointingAtShelf = false; // Update the state to not looking at the shelf

}
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+ Controller Shelf Interaction (Script)

lider & Cube (B
Select Action
Use Reference

Reference

Figure WA-E7: Controller Shelf Interaction (Script) Configuration

Lastly you need to configure both scripts for the controllers in the same way as before. In

addition, you need to add an action which you want to track. For this select the Use References

option, press the circle button, and search for XRI LeftHand Interaction/Select on the left-

hand controller and XRI RightHand Interaction/Select for the right-hand controller.

Running the experiment

Start the application while wearing the VR headset. By moving your head and

controllers you are generating spatial data in real time. You can complete our simple experiment

with this set up and see if and for how long participants are looking at the shelf. The spatial

data generated should look like this:

Time,

12:48:
12:48:
12:48:
12:48:
12:48:

Time,

12:48:
12:48:
12:48:
12:48:
12:48:
12:48:

12:48:
12:48:
12:48:

39.
39.
42.
43.
46.

42.
42.
42.
42.
42.
42.

43.
43.
43.

332,
583,
006,
315,
531,

006,
019,
033,
048,
062,
075,

287,
301,
314,

Action

Started pointing at the shelf
Started looking at the shelf
Player interacts with shelf
Stopped looking at the shelf
Stopped pointing at the shelf

Head-Position, Head-Rotation, Gaze direction

(-0.069, 1.003, -0.180), (12.064, 4.807, 358.614), (0.082, -0.209, 0.974)
(-0.069, 1.003, -0.180), (12.088, 4.829, 358.614), (0.082, -0.209, 0.974)
(-0.069, 1.003, -0.179), (12.087, 4.865, 358.608), (0.083, -0.209, 0.974)
(-0.069, 1.003, -0.179), (12.078, 4.880, 358.633), (0©.083, -0.209, 0.974)
(-0.069, 1.003, -0.179), (12.067, 4.881, 358.665), (0©.083, -0.209, 0.974)
(-0.069, 1.003, -0.179), (12.040, 4.884, 358.695), (0©.083, -0.209, 0.974)

(-0.057, 1.003, -0.176), (12.021, 12.341, 0.185), (0.209, -0.208, 0.955)
(-0.055, 1.003, -0.176), (11.848, 13.703, 0.460), (0.232, -0.205, 0.951)
(-0.053, 1.003, -0.176), (11.669, 15.075, 0.733), (0.255, -0.202, 0.946)

Congratulations, you are now ready to conduct your first study with spatial data!
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Web Appendix F — Spatial Data Showcase

This appendix demonstrates the visualization and analysis capabilities of spatial data. We

use a brief sample 3VIS study to showcase how data can be replayed and analyzed. The

methodology for collecting the underlying spatial and gaze data, which enables this, is detailed

above in Web Appendix E.

The sample study required a participant to navigate a virtual environment and locate

specific objects. The study was divided into two distinct phases:

Phase 1: Familiarization. Participants first completed an onboarding task to acclimate
to the virtual environment. This phase ensured they understood the movement and
interaction mechanics within the VR space. A screen recording of this phase, captured
from  the  perspective  of  the study  supervisor, is available

here: https://youtu.be/tEBCg5n20Bs.

Phase 2: Object Search Task. Following the familiarization phase, participants
performed a two-part search task. They were first instructed to locate a knight statue,
approach it, and then proceed to find a basketball hoop located in another part of the
room. A recording of the supervisor’s perspective during this task is available

here: https://youtu.be/kKe5xO6yLOc.

During the study, spatial data is continuously collected, including the participant’s position,

orientation, and gaze vectors. This rich dataset enables not only the analysis of behavioral

patterns but also a complete, high-fidelity reconstruction of the experiment for post-study

analysis. Figures WA-F1 and WA-F2 compare two visualization methods:

1.

Screen Recording (Left Panels): A standard video capture of the session from a fixed
perspective (in this case, the supervisor’s view). This represents a traditional method of
documenting an experiment.

Post-Study Gaze Simulation (Right Panels): A dynamic, 3D reconstruction generated
from the collected spatial data. A key advantage of this method is the ability to change
the viewpoint to any conceivable angle, providing a comprehensive overview of the
participant’s actions and attention within the 3D space. Gaze vectors can be rendered

to visualize precisely what the participant was looking at over time.
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Screen Recording Post Study Gaze Simulation

Figure WA-F1: Participant located next to the night statue

Comparison of a live screen recording and a post-study gaze simulation during the initial
phase of the search task.

e Left: The screen recording from the third-person perspective of the experiment
supervisor shows the participant (center-left) near the starting area.

e Right: The post-study simulation, reconstructed from spatial and gaze data. This
alternative third-person view visualizes the participant’s avatar (police officer) and
their gaze vectors (white lines) directed towards the target knight statue,
demonstrating the platform’s ability to recreate and analyze visual attention from any

perspective.
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Screen Recording Post Study Gaze Simulation

Figure WA-F2: Participant moving towards the basketball hoop

Following the first step, the participant further navigates through the environment.

e Left: The screen recording captures a moment of the participant’s movement from
the supervisor’s fixed viewpoint.

¢ Right: The simulation provides a different overhead perspective, clearly showing the
participant’s position relative to the environment and the second target (the basketball
hoop, far right). This dynamic viewpoint capability is a core feature of the analysis

platform, enabling a more holistic understanding of user behavior in the virtual space.
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Web Appendix G — Example Configurations of 3VIS Studies

Table WA-G1: Study Evaluation for Two Alternative Configurations of a 3VIS Study

Key Consideration

Example: Metaverse Marketing

Example: VR Shopping Simulation

Research question

Key RQ: What is subjects’ perceived value of
social interactions in the metaverse?

Key RQ: What is the sales effect of repositioning

product X from shelf position Y to position Z?

Validity demands

Internal validity and
external validity

What is the role of the 3VIS study within the
overall empirical package?

What is the type of 3VIS study that we aim to
conduct?

Part of an empirical package

Virtuality 3VIS research

Sole empirical study

Physicality 3VIS research

Data needs
Spatial data How important is the access to time-stamped, Not important Very important
high-frequency millisecond-level recordings of
all participant actions for my research?
Data privacy How important is it that all simulation data is Not important Moderately important
collected and stored on local, private servers?
Resource constraints
Budget How many monetary resources do I have Low budget Medium budget

Time

available for this study?
How long will I be able to wait for the results?

Fast execution

Have some time to set simulation up

Configuration of...

3D environment
Interacting entity
Access device

Closed virtual world
Self-avatars
3D hardware

Semi-open virtual world
Generic entity
3D hardware
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