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Abstract

Generative Al models are increasingly used to produce marketing content. Since off-the-shelf
models are misaligned with desired marketing outcomes, they are fine-tuned using context
experiments that identify what content is correlated with higher engagement. Yet optimizing
only for what works risks overfitting, reward hacking, and poor generalization, yielding con-
tent that succeeds in-sample but fail in new contexts or drift toward clickbait. We propose
a principled knowledge-alignment framework that moves beyond merely what works to why
it works. In our approach, an LLM iteratively generates hypotheses about mechanisms (e.g.,
emotional language, narrative framing) to explain observed performance differences on a small
set of data (abduction), then validates them on held-out data (induction). The optimized set of
validated hypotheses form an interpretable, domain-specific knowledge base that regularizes
fine-tuning via Direct Preference Optimization (DPO), constraining the model toward gener-
alizable principles. Our LLM-based approach extends the tradition of theory-guided machine
learning to domains where relevant knowledge is tacit and therefore hard to explicitly encode
in models. Using a dataset of over 23,000 A/B-tested news headlines across 4,500+ articles,
we show that our knowledge-guided framework outperforms supervised fine-tuning, DPO and
multi-dimensional DPO in improving engagement (click-through), while avoiding clickbait
and maintaining lexical diversity.
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INTRODUCTION

Generative artificial intelligence (Al) is rapidly transforming how firms produce marketing con-
tent. While marketers have long relied on creative judgment and consumer insight, complemented
by empirical testing, to optimize content, Generative Al now promises to automate and scale this
process. However, off-the-shelf models are often misaligned with marketing objectives such as
maximizing engagement or click-through rates. To close this gap, firms fine-tune the models with
empirical performance data, aligning them with the evidence of what works.

But this creates a fundamental challenge: models trained only to replicate “what works” may
fail to capture “why it works”. Consider headline generation. An A/B test may reveal that “Stocks
Plunge Amid Global Fears” drives more clicks than “Markets Decline Today.” Yet is the difference
due to emotional language, global framing, or narrative intrigue? A model fine-tuned only on
clicks cannot disentangle these drivers, may overgeneralize from shallow correlations, and can
even drift toward reward-hacking by using clickbait—such as “You Won’t Believe What Happened
to Markets Today”—that boosts short-term engagement but erodes long-term brand trust.!

Similar pitfalls appear in other domains. In email campaigns, “Free Shipping” might outper-
form “20% Oft.” But is the effect driven by consumers’ aversion to add-on fees, the salience of
shipping costs in certain categories, or perceptions of fairness? Without clarity on why, a model
may overuse “Free Shipping” across contexts—even when discounts are more persuasive. In prac-
tice, mimicking the output via fine-tuning only learns what works but not why. Without insight
on the mechanisms, models cannot generalize across contexts and avoid over-reliance on shallow
tactics such as clickbait that undermine brand equity.

In this paper, we argue that large language models (LLMs) can help bridge the gap between
what works and why it works by generating and validating hypotheses from data, and then us-

ing this knowledge to guide and improve alignment during fine-tuning. In the context of content

'Reward hacking occurs when a model finds unintended shortcuts to maximize its reward signal without truly accomplishing
the desired task. Instead of learning the underlying goal, the model exploits flaws or loopholes in the reward function—producing
high scores while behaving in ways that may be misaligned or even counterproductive.
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generation, LLLMs can be leveraged to propose candidate hypotheses for why certain content res-
onates—for example, whether emotional framing, cost salience, or urgency cues drive the engage-
ment. These hypotheses can then be tested against empirical evidence (e.g., from A/B tests) and
distilled into an interpretable knowledge base that captures plausible underlying mechanisms for
why something works. We incorporate this learned knowledge into the model during fine-tuning
by inserting it directly into the prompt, so that generation is explicitly conditioned on these hy-
potheses. This knowledge thus regularizes fine-tuning by constraining learning to these validated
principles rather than allowing unrestricted adaptation to the data. In doing so, models are steered
away from superficial correlations and clickbait and aligned instead with deeper behavioral mech-
anisms that generalize across contexts.

A natural question is whether the LLM-generated hypotheses truly capture the “real” why. Our
claim is more modest: they need not identify ground-truth causal drivers to be useful. The key
is that LLMs, drawing on rich pretrained knowledge, can propose more generalizable hypotheses
than what direct fine-tuning alone would exploit from shallow correlations in the data. This is
also built into our design. When generating hypotheses, we intentionally provide the LLM with
only small mini-batches of examples rather than many examples. Therefore, the model is discour-
aged from memorizing superficial correlations (e.g., “always include the word ‘shocking’”’) and
instead must rely on its semantic priors and reasoning ability—acquired through large-scale pre-
training across diverse domains—to infer broader, domain-relevant explanations that generalize
beyond the immediate data. In this way, the process leverages the LLM’s strengths—abduction
over sparse data and generalization from prior knowledge—to generate plausible and reusable in-
sights. Emerging evidence suggests that LLMs are uniquely suited for abductive inference, which
enable them to generate high-quality hypotheses. Applications in biomedicine, materials science,
and chemistry illustrate their ability to propose hypotheses grounded in generalizable principles
(Ruan et al. 2024; Kumbhar et al. 2025; Tong et al. 2024).

Our approach can also be seen as one instance of a broader paradigm: theory-guided ma-

chine learning, which uses structured knowledge—whether externally supplied or internally gener-
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ated—to regularize learning and improve generalization. This idea is well established in marketing
and economics, most prominently through structural models, where behavioral and economic the-
ory constrain the empirical model. In a recent marketing application of machine learning, Fong,
Kumar, and Sudhir (2024) embed acoustic theory into a deep learning model to predict music-
induced emotions. By constraining the model with established theoretical linkages, they obtain
more robust and interpretable predictions. More broadly, theory-guided machine learning inte-
grates domain theories into the learning process to reduce spurious correlations and improve gen-
eralization (Karpatne et al. 2017; Karpatne, Jia, and Kumar 2024).

Yet, existing methods of incorporating theory or knowledge depend on manual selection and
codification of theory, such as manually redesigning model architecture to conform with a selected
theory — a slow, expertise-heavy process that may be too rigid to scale. In many domains such
as digital marketing, the knowledge base is incomplete, fragmented across disciplines, or embed-
ded in tacit practitioner intuition that is difficult to formalize. Here, we argue that LLMs offer a
complementary route: rather than relying exclusively on pre-specified theories, they can generate
candidate hypotheses directly from data and context, expressed in interpretable natural language.
These hypotheses need not be complete or perfectly causal; instead, they serve as knowledge cap-
turing plausible mechanisms underlying observed outcomes. This allows for the fine-tuned model
to draw on the depth and breadth of pretrained LLM knowledge, while still grounding learning in
empirically testable principles.

In the rest of the introduction, we describe our knowledge-guided alignment framework and

the empirical evaluation.

The Knowledge-Guided Alignment Framework

We propose a knowledge-guided alignment framework comprising three interlinked compo-
nents—abduction, induction, and optimization—that together produce structured, generalizable
knowledge to guide fine-tuning. In Stage I, a pretrained LLLM generates natural-language hypothe-

ses that explain observed user preferences (abduction), and these hypotheses are systematically
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validated against broader data (induction), all within an iterative optimization procedure (simu-
lated annealing) that searches for high-quality hypothesis sets. In Stage II, the resulting knowledge
base is embedded into the generator’s prompt during fine-tuning, producing models that align not

only with observed preferences but with the hypothesis set.

Abduction A pretrained LLM generates candidate hypotheses from small batches of paired out-
puts, where one is known to be preferred over the other by users. These hypotheses articulate po-
tential reasons for these preferences. For instance, in the news headline task, given headline pairs
with different click-through rates, the LLM might hypothesize that shorter phrasing, curiosity-
inducing words, or emotional tone explain higher engagement. Each hypothesis typically captures
only one facet of the performance gap. Because user preferences are shaped by heterogeneous
factors, no single hypothesis suffices; instead, a pool of diverse, complementary hypotheses must

be constructed to span the range of plausible mechanisms.

Induction Each candidate set of hypotheses drawn from the pool is evaluated for generalization
by testing its impact on model behavior across the entire training dataset. This is implemented by
embedding the hypothesis set into prompts, generating model outputs, and computing performance
metrics (e.g., click-through rate). Hypothesis sets that improve overall performance—beyond the

examples they were derived from—are treated as more likely to encode broadly useful principles.

Optimization To identify high-quality hypothesis sets, we embed the abduction—induction loop
within an optimization algorithm—specifically, simulated annealing. This process iteratively pro-
poses new sets of hypotheses (by sampling from the pool) and accepts or rejects them based on
their empirical performance on the training data. Abduction supplies the hypothesis candidates,
induction evaluates their utility, and optimization refines the selection over time to converge on a
validated knowledge base.

Finally, the best-performing hypothesis set is used to guide fine-tuning via Direct Preference

Optimization (DPO). These validated hypotheses act as constraints that guide parameter updates
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such that the model aligns with interpretable, generalizable principles rather than spurious correla-
tions, leading to more robust alignment for content generation.

Our proposal of adding knowledge during fine-tuning raises a key question: does incorporating
it during fine-tuning—effectively constraining the model—risk sacrificing performance? While
the knowledge is informative, it also imposes structure: the model must not only fit the data but
also remain consistent with the mechanisms encoded in the hypotheses. Since constraints typically
shrink the feasible solution space in optimization, this might seem to reduce the model’s capacity
to achieve optimal performance. However, the Rashomon set perspective (Breiman 2001; Semen-
ova, Rudin, and Parr 2022; Hsu and Calmon 2022) in machine learning theory suggests that this
need not be a concern. For many tasks, there exists a large set of models that achieve comparable
performance. Because the Rashomon set is broad, there is ample room to guide optimization to-
ward a subset of theory-consistent solutions—without sacrificing performance. This idea closely
parallels the use of regularization in classical machine learning. Regularization constrains the hy-
pothesis space to favor simpler or more interpretable solutions, yet often improves generalization
rather than hurting it. In our framework, validated hypotheses serve as soft constraints that regu-
larize fine-tuning, steering the model toward solutions that are not only high-performing but also

semantically meaningful. This improves both robustness and interpretability.

Empirical Evaluation

We evaluate our framework on data extracted from the Upworthy research repository and
crawled from the internet, which contains 4,502 news articles and 23,437 A/B-tested headlines.
We compare against off-the-shelf pretrained LLMs, supervised fine-tuning, and standard Direct
Preference Optimization (Vanilla DPO).

We find that knowledge guidance achieves consistent improvement over vanilla DPO, while
outperforming pretrained LLMs. While under certain parameter settings, vanilla DPO attains
catchiness scores close to ours, vanilla DPO achieves the seemingly high scores by overusing

clickbait-style words and phrases—classic signs of reward hacking (Skalse et al. 2022)— while
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also reducing vocabulary diversity. Meanwhile, human evaluators, by contrast, find vanilla DPO’s
outputs only comparable to the original Upworthy headlines and lower than those produced by
our method, revealing that its apparent gains stem mainly from exploiting clickbait rather than
delivering genuine improvements.

We also evaluate the value of knowledge under different amounts of available training data. We
find that LLM knowledge provides the largest gains in low-data settings with a limited number of
content experiments. This is valuable in practice as A/B tests needed to measure relative consumer
preferences or clickthrough rates for content are typically costly and time-consuming.

To examine how much data the reasoner LLM needs to generate high-quality hypotheses, we
vary the mini-batch size b and evaluate the generalization performance of the resulting hypotheses.
As expected, the hypothesis distribution drifts progressively away from the zero-shot prior as b
increases, as measured by the KL divergence. When b is too small, hypotheses remain close to the
prior and yield generic, underfitted explanations with high empirical error. When b is too large,
hypotheses overfit to batch-specific idiosyncrasies, reflected in high KL divergence and rising error.
This pattern reveals a “sweet spot” in batch size where hypotheses are specific enough to reduce
error but not so narrowly anchored that they lose generalizability. We interpret this result through
the lens of PAC-Bayesian theory, which provides high probability generalization bounds for data
dependent distributions over hypotheses.

Finally, our framework naturally extends to multi-objective fine-tuning, such as optimizing for
both catchiness and relevance (consistency with the source article). Knowledge-based regulariza-
tion achieves a more favorable trade-off across objectives than adjusting hyperparameters in vanilla
DPO, highlighting how hypothesis guidance can balance multiple marketing goals simultaneously.

Our contributions are three-fold. First, we introduce a framework that synthesizes domain
knowledge with LLMs by combining abductive hypothesis generation with inductive validation,
and show how this knowledge regularizes fine-tuning. Second, we connect our approach to the
Rashomon set perspective in machine learning, which highlights a broader principle for theory-

guided methods: because many models can achieve similar predictive accuracy, adding domain-
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based constraints does not necessarily reduce performance but instead helps steer learning away
from shortcut solutions and toward models that are more robust and interpretable. Third, we val-
idate the framework empirically, showing in large-scale experiments that knowledge-based align-
ment not only avoids reward hacking but also improves performance. In particular, we find our
knowledge based framework is particularly valuable in settings where there are limited numbers
of content experiments. Although we demonstrate these contributions in a content marketing ap-
plication, the underlying ideas apply broadly to other applications that require Generative Al to be
aligned through fine-tuning.

The rest of the paper is organized as follows: Section 2 reviews related literature on theory-
guided machine learning, hypothesis generation with LLMs and fine-tuning of LLMs. Section 3
introduces the Upworthy data used for our experiments. Section 4 presents the framework. Section

5 details the experimental design, baselines, the results and their implications. Section 6 concludes.

REILATED WORK

Our work is broadly related to emergent fields on hypothesis generation and validation with
LLMs and theory-guided machine learning. We also review related work on aligning LLMs via

fine-tuning.

Hypothesis Generation with LLMs and Validation

A hypothesis is a tentative explanation or relationship that can be empirically tested or theo-
retically evaluated (Kulkarni et al. 2025). Hypothesis generation has long relied on human intu-
ition, manual literature review, and heuristics (Bazgir, Zhang et al. 2025). LLMs allow for a new
paradigm to automate both the generation and validation of hypotheses. We review the literature

on hypothesis generation with LLMs and validation.

Hypothesis Generation with LLMs. LLMs have been applied to hypothesis generation across
biomedicine (Sybrandt, Shtutman, and Safro 2017, 2018; Ghafarollahi and Buehler 2025), materi-
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als science (Huang et al. 2024), and the social sciences (Leng, Wang, and Yuan 2024; Tong et al.
2024). Methodologically, there are three emerging paradigms.

First, corpus-based prompting methods generate hypotheses by prompting LLMs with text
drawn from scientific corpora, relying on pretrained knowledge or retrieved documents. Examples
include Crispr-GPT (Huang et al. 2024), VELMA (Schumann et al. 2024), and The AI Scientist
(Lu et al. 2024). Second, knowledge graph—driven inference methods exploit structured semantic
networks, framing hypotheses as novel or underexplored edges. MOLIERE (Sybrandt, Shtutman,
and Safro 2017) and SciAgents (Ghafarollahi and Buehler 2025) fall into this class, as do ap-
proaches that integrate causal graphs (Xiong et al. 2024; Tong et al. 2024). Third, simulation- or
reward-driven exploration leverages feedback from simulated environments to refine hypotheses,
as in novel materials discovery (Gruver et al. 2024).

Our approach extends this literature with a novel, contrastive instance-level method. We
present an LLM with small sets of A/B pairs along with their observed behavioral outcomes (e.g.,
which headline generated higher click-through) and ask it to provide explanations for the out-
comes. By iterating across many such pairs, the model produces a diverse and interpretable set of
abductive hypotheses grounded in contrastive empirical outcomes. Unlike prior paradigms, our ap-
proach requires neither large corpora, graph structures, nor simulations, and so is very well-suited

to domains such as marketing, where user-level behavioral feedback can be obtained.

Al based Hypothesis Validation. Existing validation frameworks draw on three main approaches.
Simulation-based platforms, such as LabBench (Laurent et al. 2024) or AgentClinic (Schmidgall
et al. 2024), test hypotheses in virtual or digital twin environments, particularly in biomedicine
and robotics. Predictive model-based methods validate hypotheses using statistical fit or causal
structure. For instance, posterior predictive checks or Bayesian reasoning frameworks have been
used to evaluate whether a hypothesis improves predictive accuracy or aligns with known causal
pathways (Tang et al. 2024). Human-based validation involves expert review: for example, doc-

toral researchers or domain scientists rating LLM-generated hypotheses (Tong et al. 2024; Banker
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et al. 2024; Kumbhar et al. 2025).

Across these methods, validation typically assesses plausibility or internal coherence rather
than downstream utility. Our approach shifts the criterion, given our objective of LLM alignment:
we embed candidate hypotheses directly into generator prompts and evaluate them by their effect
on observable behavioral outcomes (click-through rates). Formulating validation as an optimiza-
tion problem (via simulated annealing) links hypothesis quality directly to task performance. This

represents a shift from validating for plausibility to validating for usefulness.

Theory-Guided Machine Learning Models

In marketing and economics, researchers have long embedded theory into models to improve
inference and prediction. Structural models exemplify this tradition by encoding behavioral or
economic principles directly into estimation, enabling rich counterfactual analysis. More recently,
marketing scholars have also embedded theory into machine learning itself—for example, Fong,
Kumar, and Sudhir (2024) designed convolutional filters grounded in acoustic physics to capture
musical features, while other work has engineered features from persuasion, sales, or visual per-
ception theories to predict marketplace outcomes (Chakraborty et al. 2024; Zhang et al. 2022).
These approaches share a unifying theme: embedding domain knowledge into models enhances
interpretability, mitigates spurious correlations, and improves predictive accuracy.

A parallel movement in machine learning has advanced this idea under the umbrella of knowledge-
guided machine learning (Karpatne et al. 2017; Karpatne, Jia, and Kumar 2024). The most promi-
nent strand is physics-informed ML, particularly Physics-Informed Neural Networks (PINNs)
(Karniadakis et al. 2021), which incorporate governing equations as constraints during training.
By embedding such priors directly into optimization, these models achieve data efficiency, in-
terpretability, and robustness even in low-data regimes (Cuomo et al. 2022). Related approaches
similarly integrate domain truths or constraints into architectures or objectives—ranging from con-
servation laws in engineering to fairness constraints in decision-making (Pazzani 1993; Hoffer et al.

2022; Zhang, Du, and Zhang 2022).
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Unlike these approaches, which rely on fixed, pre-specified domain theories, our framework
introduces a fundamentally different form of theory integration—what we call LLM-synthesized
knowledge. Rather than hardwiring equations or hand-crafted features, we leverage large language
models’ abductive reasoning to propose explanatory hypotheses from preference-labeled data, and
then validate them inductively for generalization. This process creates domain-relevant, inter-
pretable knowledge tailored to the task at hand, scalable across contexts where formalized theories
are underdeveloped or tacit in expert intuition. In doing so, our framework extends the knowledge-
guided ML paradigm beyond domains with mature theories to settings like digital marketing and

consumer behavior, where knowledge-guided alignment can potentially yield substantial gains.

Aligning LLMs via Fine-Tuning

Aligning large language models (LLMs) with private datasets is essential for ensuring their util-
ity in organizational contexts and for compliance with privacy and domain-specific requirements.
Recent work fine-tunes LL.Ms to identify customer needs (Timoshenko, Mao, and Hauser 2025),
generate email subject lines (Angelopoulos, Lee, and Misra 2024), and predict A/B test outcomes
for news headlines (Ye, Yoganarasimhan, and Zheng 2024).

Reinforcement learning approaches have become central to alignment. In reinforcement learn-
ing from human feedback (RLHF), a reward model is trained on observed outcomes, and the LLM
is optimized to maximize predicted rewards. By contrast, direct preference optimization (DPO) by-
passes the reward model: it directly updates parameters using preference rankings. For example, if
headline A outperforms headline B in an experiment, DPO increases the likelihood of generating
A-like headlines and decreases the likelihood of B-like ones. This direct optimization aligns nat-
urally with A/B testing data, where relative comparisons are abundant but explicit reward signals
(e.g., click-through rate differences) may be noisy or unavailable.

DPO is computationally less intensive than RLHF and particularly effective in settings with
rich preference data but weak reward structures. Recent work applies DPO for multi-objective op-

timization, generating engaging news articles while preserving editorial stance (Cheng et al. 2025).

10
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Compared to supervised fine-tuning (SFT), which produces a static model requiring retraining for
new data, RLHF and DPO adapt continuously, leveraging ongoing A/B streams to track evolving

user preferences.

DATA

Our data come from two resources, the A/B test of headlines from Upworthy Research Archive

(Nathan et al.) and supplementary article content data crawled from the internet.

Upworthy A/B Testing Data

We use the A/B testing experiments from Upworthy, a U.S. media publisher known for its inno-
vative use of A/B testing in online media. Upworthy conducted randomized experiments for each
article, testing different combinations of headlines and images to identify the most engaging ele-
ments. The data were collected from January 24, 2013, to April 30, 2015. During the experiment
period, multiple versions of each article’s “package” (combinations of headlines and/or images)
were created for testing. A package is defined as one treatment or arm for an article and consists
of a headline, image, or a combination of both. For each packet, the number of impressions and
clicks were recorded.

The dataset includes 150,817 tested packages from 32,487 A/B tests, capturing 538,272,878
impressions and 8,182,674 clicks. Each test is associated with an average of 4.64 packages, and
each package receives an average of 3,569 impressions and 54.26 clicks, with a mean click-through
rate (CTR) of 1.58%. Within each test, all packages had equal probability of receiving impressions,
resulting in nearly uniform impressions across packages. We filter out tests for images and only

focus on the headline tests.

Article Contents

Since our goal is to fine-tune an LLLM to generate headlines from article contents, we need to

assemble training data that include the article contents. However, the original Upworthy Research

11
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Archive lacks the full article bodies. An initial analysis of the complete Upworthy dataset, reveals
that these A/B tests originated from a pool of 7,583 unique articles. To achieve our goal, we
supplement our dataset by scraping the corresponding article contents for each headline.

For each headline in the experimental subset mentioned above, we systematically attempt to
retrieve its corresponding full article content. We employ web scraping techniques to extract the
primary textual content from the respective webpages. For articles that include video content,
we download the video transcripts and then use GPT-4 to summarize these transcripts, thereby
obtaining a cleaner and more concise textual representation of the video’s content.

Following content acquisition, we undertake several data cleaning and filtering steps to refine
the dataset for our experiments. We exclude articles for which no content could be successfully
retrieved. Additionally, several length-based filters are applied to the textual data. Articles are
excluded if their main content, when present, is shorter than 150 characters. A similar criterion
is applied to cleaned video transcripts; non-empty transcripts shorter than 150 characters result in
article removal. For video summaries, those shorter than 140 characters (if non-empty) are also
discarded, as our observations indicate that such brief summaries typically correspond to videos
with minimal substantive content (e.g., primarily music or lacking meaningful narration). We also
assess the combined textual volume from the main content and the video summary. Articles are
retained only if this combined length falls inclusively between 200 and 4,000 characters, ensuring
they are sufficiently informative for analysis without being excessively long.

After these preprocessing stages, our final dataset for subsequent experiments consists of 4,502
articles associated with 36,188 unique headlines, including 23,437 headlines from headline test
pairs with CTR differences significant at p < 0.05. The data on each article includes its head-
line(s), main textual content, and (where applicable) summarized video transcript. Table 1 displays

summary statistics of the articles.

12
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Table 1: Dataset Statistics for Experimental Upworthy Articles

Metric Min Max Mean Std
Content Length (characters) 150 3984 737.6 691.9
Video Summary Length (characters) 0 620 174.8 229.7
Headlines per Article 1 93 8.21 6.17
Headlines per Article’ 0 53 5.21 4.71
CTR' 0.0000 0.1538 0.0148 0.0121

 Headlines from headline test pairs with CTR differences significant at p < 0.05.

A GENERAL FRAMEWORK FOR KNOWLEDGE-GUIDED FINE-TUNING

Our knowledge-guided fine-tuning framework consists of two stages. In Stage I, we construct a
set of structured hypotheses /C that serve as domain-relevant knowledge. This is achieved through
an iterative process that combines abduction (an LLM proposes candidate explanations from small
batches of preference-labeled examples), induction (each hypothesis set is tested for generaliza-
tion across the full training set), and optimization (simulated annealing is used to search for high-
performing, generalizable sets). In Stage 11, this knowledge is inserted into the prompt of a gen-
erative Al model, which is then fine-tuned using Direct Preference Optimization (DPO), aligning
outputs with interpretable and generalizable principles rather than spurious correlations.

Our framework involves two generative Al models with distinct roles. The first, a reasoner R,
proposes hypotheses and must therefore exhibit strong reasoning capability. Because the hypothe-
ses are expressed in natural language, R should be able to produce text, typically via an LLM,
and it could also be a multimodal LLM that accepts non-textual inputs (e.g., images) and outputs
textual hypotheses. The second, a generator G, produces task-specific outputs (e.g., headlines) and
is fine-tuned via DPO while being conditioned on C. G must be amenable to parameter-efficient
fine-tuning and, in principle, can extend beyond text generation to other unstructured outputs such
as images. In this work, we focus on text generation and instantiate G as an LLM. Although our
framework is model-agnostic, in experiments we use o 3—a state-of-the-art proprietary reasoning

model—for R, and LLaMA-3.2-3b-Instruct—a publicly available model supporting effi-

13
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cient fine-tuning—for §. The modular design allows alternative choices of R and § depending on
resources and deployment needs.

We denote the training data as a set of tuples D = {(a(?, hy, hl(i)) ™ ,, where each tuple
contains an article a(”, a winning headline h with higher observed click-through rate (CTR), and
a losing headline hl(i) with lower CTR. Note that each article is typically associated with multiple

headline pairs, reflecting a diverse set of A/B tests.

We now describe each stage of the framework in detail.

Stage I — Knowledge Synthesis via Abduction, Induction, and Optimization

Our synthesis procedure builds on Peirce’s classical framework of inference (Burks 1946),
combining abduction (generation of explanatory hypotheses) and induction (empirical validation)
within a nested optimization loop. Together, these components identify a set of generalizable,
high-utility hypotheses to form a structured knowledge base /.

Abduction generates hypotheses. In the outer loop, the reasoner R is prompted with small
batches of labeled examples (e.g., headline pairs with CTR outcomes) and proposes a pool of
candidate hypotheses—structured, generalizable statements explaining why one output is preferred
over another.

Induction evaluates hypotheses. Induction tests the generalization ability of hypotheses. A
given set of hypotheses is embedded into the prompt of the generator G and applied across a
broader dataset. The resulting outputs are scored to compute an inductive utility, reflecting how
well the hypotheses guide G toward generating more engaging headlines.

Optimization orchestrates the search. Using simulated annealing, the inner loop iteratively
proposes and evaluates sets of hypotheses, refining toward those that consistently improve per-
formance. When no further gains are observed—a condition we call stagnation—the algorithm
returns to the abductive step to refresh the hypothesis pool.

This structured process ensures that the resulting knowledge K is both data-grounded and em-

pirically validated, making it well-suited as a regularizing prior for fine-tuning. See Figure 1 for

14
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an illustration of the full synthesis stage.
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Figure 1: Stage I — Knowledge synthesis via abduction, induction, and optimization.

Now we detail each component.

Hypothesis Generation via Abduction

At outer-loop iteration 7, we assemble a pool of candidate hypotheses H!"! from the preference-

labeled headline pairs, leveraging the knowledge and reasoning capability of the reasoner LLM R.

We do this by sampling mini-batches of size b (we choose b = 20 in our experiments) from D.

The choice of a small b is deliberate: with access to only a handful of examples, R cannot rely

on simple memorization of surface-level correlations (e.g., “add the word shocking). Instead,

it must draw on its pretrained knowledge and reasoning capability to infer more generalizable,

domain-general explanations for the observed performance differences.

For a mini-batch indexed by ¢, we construct the prompt phyp({hg), hl(i)}iec) according to the
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You will be shown some pairs of headlines. In a field experiment, the first headline in each pair
was proven to receive a higher clickthrough rate than the second one. Your task is to compare the
headlines, identify their differences, and create hypotheses to explain why the first headline is better
than the second. The hypotheses should highlight the key factors that make the first headline more
appealing, without mentioning the position of the headlines. Be creative with the hypotheses.
Format each hypothesis with ”##” at the beginning (do not number them). For example:

## some text

## some text

## some text

Only output the hypotheses as formatted, without any additional comments.

1. headlinegl) > headlinegl)

2. headline?) > headlineg)

20. headline?o) > headlinego)

Figure 2: The prompt template for eliciting hypothese from the reasoner R.

template shown in Figure 2 and pass it to the reasoner R:

He = Rprp (108 1" Yien) ).

Each call returns a small set of hypotheses for that mini-batch. We show an example of five

hypotheses produced from a single batch:

Issue an unapologetically bold thesis that challenges a prevailing stereotype, signaling fearless
social commentary worth engaging with.

Spark intrigue by withholding the central detail—name, secret, or quote—so readers must click to
satisfy their curiosity.

Put a clearly identifiable protagonist or authority figure up front; names or roles give the story a
human face and raise the stakes.

Use visual emphasis devices—asterisks, caps on a single word—to guide the scanning eye to the
core intrigue without over-doing it.

Use sensory or witness verbs (“saw,” “captured,” “heard”) that invite readers to observe events
rather than merely hear opinions.
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Here, mini-batches are sampled at the level of articles. In each iteration, we first select a set of
articles, then include the headline pairs associated with them. We implement adaptive sampling:
articles whose generated headlines scored poorly in the previous round (under the current knowl-
edge) are more likely to be selected in the next round. This adaptive mechanism directs ‘R toward
cases where existing knowledge is weak, encouraging the generation of new hypotheses that better
capture the underlying drivers for these harder instances. The above procedure is repeated over
multiple mini-batches to populate the hypothesis pool. To avoid redundancy and keep the pool size
manageable, we accept a newly generated hypothesis h € H, only if it is novel with respect to the

current pool. We embed every hypothesis with an OpenAl embedding model and define

novelty(h) = h/rggl[r] d(h,K),

where H"! denotes the current hypotheses pool and d(-, -) is cosine distance. We keep h only if
novelty(h) > J for a user-chosen threshold 6.

We repeat this mini-batch sampling—generation—filtering cycle until the pool reaches a pre-
set size P, determined by available compute and wall-clock budget. Even with a modest P, the
procedure is repeated at subsequent outer-loop iterations, enabling continual exploration of new
hypotheses. The resulting pool H!"l is then passed to the inner-loop stage for selection via induc-

tive validation.

Hypothesis Evaluation via Induction

After abduction generates a pool of candidate hypotheses H!", the goal of the inductive compo-
nent is to identify a subset that generalizes well across the dataset. Since hypotheses may interact
in complex ways and both their content and order matter, selection is not a trivial filtering task.
Instead, induction is cast as a utility-guided search for a high-quality knowledge block k—an or-
dered list of hypotheses from H!"l—that improves performance when included in the prompt of

the generator G.
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We formalize this inductive evaluation via a utility function s(-), where a knowledge block & is
an ordered list of hypotheses drawn from the current outer-loop pool H"l. An effective & should
steer G toward producing higher-quality outputs. However, the intrinsic quality of % is not directly
observable, therefore, we propose to estimate it indirectly: for each article oY) we prompt G with k
to produce a headline ) = G(a'”) | k), then use a pretrained judge model f(-),which estimates the
probability that h) would outperform the original Upworthy headline. The average score defines

the inductive utility:
> fnY), )

where m is the number of articles in the training data.

This defines induction as testing hypotheses by their consequences—selecting those that lead
to consistently better outputs.

We train f as a binary classifier on headline pairs from the same A/B test. Each pair is ordered,
and the label indicates whether the second headline outperformed the first. The model is trained
to output the probability that the second headline will yield higher CTR than the first. During
induction, we fix the first input to be the default Upworthy headline associated with the article con-
tent we crawled online? and the generated headline is the second input. The output of f estimates
the likelihood that the generated headline is preferred. This model achieves 80.62% accuracy on

held-out evaluation data.

Once the inductive evaluation function s(k) is defined, we turn to the optimization compo-

nent, which seeks the knowledge block that maximizes this score.

Knowledge Formation via Optimization.

The goal of optimization is to identify a high-utility knowledge block k*—an ordered list of
hypotheses—that generalizes well across the dataset. Because the hypothesis pool H") is itera-

tively expanded, the search for £* unfolds progressively over multiple outer-loop iterations, each

2Although multiple headline variants were tested for each article during the original Upworthy experiments, only one version
is typically still visible when we crawl the article on the internet.
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guided by areas of current failure.

At any point, we maintain a best-so-far knowledge block £*, which is continuously refined
through simulated annealing over the current hypothesis pool H!"l. That is, rather than reinitializ-
ing from scratch at each iteration, simulated annealing begins from £* and uses local perturbations
to search for improvements within Z). This cumulative refinement ensures that knowledge im-

proves over time as the pool of available hypotheses expands.

Search via Simulated Annealing. Simulated annealing (SA) is a probabilistic local-search algo-
rithm designed to efficiently explore large combinatorial spaces. Starting from the current solution
k., each iteration perturbs it to produce a neighbor £/, modifying both membership and order. We

generate neighbors using three atomic moves:
* add: append a randomly chosen hypothesis from Hqp \ ki;
e cut: remove a randomly chosen hypothesis from £;;
* swap: exchange the positions of two hypotheses in k;.

This move set balances exploration of new content (add/cut) with positional adjustment (swap),
while keeping each proposal computationally inexpensive.
We then compute the change in the inductive score A = s(k’) — s(k), and accepts k' with
probability
Piccepr = min{1, exp(A/T)}, )

where T'(t) is a temperature parameter that decays over time. The accepting rule ensures that any
improvement (A > 0) is accepted, while a worsening move (A < 0) is accepted with probability
exp(A/T(t)) € (0,1). Early in the search 7'(¢) is high, so even substantially worse solutions
can be accepted, allowing the algorithm to leap over local optima and explore diverse regions of
the space. As the temperature gradually cools, the acceptance probability for negative A shrinks,
making the search increasingly greedy. Eventually, when T'(t) — 0, only improving moves are

accepted, so the trajectory settles into a basin of high utility. Under a slow schedule, the algorithm
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1s guaranteed to converge in probability to a global optimum (Van Laarhoven et al. 1987; Bertsimas
and Tsitsiklis 1993), balancing exploration and exploitation without exhaustive enumeration of the

entire | H!"!|! space.

Continual Refresh and Convergence. When the inner optimization loop can no longer improve
the objective using the current hypothesis pool H!"), we increment the outer-loop index r and re-
generate the hypothesis pool. To focus attention on unexplained cases, the next batch of articles is
sampled with probability inversely proportional to current performance (i.e., articles where gener-
ated headlines score poorly under f). This adaptive mechanism steers the reasoner R toward parts

of the space where existing knowledge is weak, encouraging new hypotheses.

Ensuring Generalization Beyond Spurious Correlations

Although our procedure involves repeated search for high-scoring hypothesis sets, it differs
fundamentally from reward hacking or classical p-hacking. In those cases, models are iteratively
tested or tuned on the same dataset until spurious correlations appear significant, leading to over-
fitting to noise. By contrast, our abductive—inductive framework is explicitly designed to promote
generalizability. Hypotheses are generated from small, rotating mini-batches—Ilimiting the op-
portunity to memorize superficial correlations—and are validated against the broader dataset with
a pretrained judge f(-). Importantly, evaluation depends not on how well a hypothesis fits the
mini-batch that produced it, but on its ability to improve generalization across unseen articles.
The continual refresh of hypothesis pools, along with rejection of redundant candidates, further
maintains diversity and prevents collapse onto narrow artifacts. In this way, the process is not an
“endless fishing expedition,” but a structured cycle of proposing, testing, and refining, designed to
converge toward broadly explanatory knowledge rather than exploit chance patterns.

This design also motivates a more formal question: under what conditions can hypotheses
generated from small, rotating mini-batches be expected to generalize beyond the examples that

produced them? To address this, we later turn to the PAC-Bayesian framework, which provides
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high-probability guarantees on out-of-sample performance. PAC-Bayes connects generalization to
two measurable terms: the empirical fit of hypotheses on observed data and the KL divergence be-
tween the prior (the LLM’s zero-shot distribution) and the posterior (its updated beliefs after seeing
a mini-batch). Intuitively, when the posterior does not drift far from the pretrained prior—keeping
the KL penalty small—hypotheses are less likely to overfit local noise and more likely to capture

patterns that extend robustly across unseen articles.

Stage II - Knowledge Guided Direct Preference Optimization

Stage I produces knowledge blocks K™ containing explanatory insights distilled from prefer-
ence data by the advanced reasoner R. Stage II leverages this knowledge to fine-tune the generator
G using Direct Preference Optimization (DPO) (Rafailov et al. 2024), a state-of-the-art alignment
method that learns from pairwise preferences without requiring an explicit reward model.

In our setting, preference labels are naturally derived from click-through rates (CTR): given
a pair of headlines, the one with the higher CTR is treated as the preferred choice. DPO models
such preferences using a probabilistic framework inspired by the Plackett-Luce model (Bradley
and Terry 1952), which represents the likelihood of one option being preferred over another.

To integrate the knowledge, we embed K™ directly into the prompt alongside the article content,
such that the generator conditions not only on the raw input but also on the distilled, semantically
meaningful hypotheses. This conditioning mechanism effectively regularizes the fine-tuning pro-
cess: because the model learns to generate outputs in the context of K, its behavior is implicitly
shaped by the semantic structure and inductive biases encoded in the knowledge. The gradients
computed during training reflect this conditioning, nudging the model toward behaviors that are
consistent with K*. As a result, the model is less likely to overfit superficial correlations in the
preference data and more likely to internalize generalizable mechanisms. In this sense, prompt-
ing with knowledge narrows the solution space in a meaningful way—acting as a form of soft

constraint on generation.
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The fine-tuning objective becomes:

7T9<hfw ‘ C, K*)
7Tref(hw | C, K*)

— flog

mo(h; | ¢, K*
ﬁkg-DPo(We, Tref; K*) = _E(c,hw,hl)wD [10830 </6 log M)}

7Tref(hl | c, K*)
(3)

Here, 7y denotes the fine-tuned policy we are learning, while 7. anchors training by providing
the baseline probabilities before alignment. The term o(-) denotes the sigmoid function. Intu-
itively, DPO works by contrasting preferred and less-preferred outputs: the objective increases the
probability of generating winners while suppressing losers, relative to a fixed reference model.
The temperature parameter 3 controls the strength of these updates—Ilarger values make the model
more confident in preference differences but restrict deviation from the reference, whereas smaller
values allow greater deviation to fit the data. By conditioning on K™, fine-tuning is explicitly
guided by explanatory knowledge rather than relying solely on statistical imitation of preference

patterns. See Figure 3 for an illustration of knowledge-guided DPO.

gradient to increase the likelihood of winner
and decrease likelihood of loser

(fine-tuning parameters)

\4

News Atrticler . i
Headline Headline
News Articlez _ Generator il it
—input—> —output—>
G Headlinem,1> Headlinem,»
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T [ (S
prompt Winner Loser
%
Knowledge K*

Figure 3: Stage II - Knowledge-Guided Direct Preference Optimization

Our knowledge-guided DPO produces a model that not only replicates human-observed choices
but also internalizes the underlying mechanisms behind them, improving generalization to new
contexts. In practice, one can control the model behavior by changing the values of 5. The larger
3, the smaller deviation is allowed for the new policy to deviate from the original policy, thus less

fit to the data but more robust and generalizable. We will later compare the effect of changing
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with that of adding knowledge guidance in the experiments.

The Rashomon Perspective on Knowledge Guidance At first glance, one might worry that
incorporating hypotheses introduces an additional constraint. In vanilla DPO, the model only
needs to fit observed preference data. With knowledge guidance, however, the model must both fit
the data and remain consistent with the mechanisms encoded in the hypotheses. Since constraints
in optimization usually shrink the feasible solution space, this might appear to limit performance.

This concern is alleviated by the concept of the Rashomon Set in contemporary machine
learning theory (Breiman 2001; Semenova, Rudin, and Parr 2022; Hsu and Calmon 2022). The
Rashomon set refers to the collection of all models that achieve similarly high predictive per-
formance on a given task. In many real-world problems with complex, high-dimensional data,
this set can be very large: numerous functionally distinct mappings from inputs to outputs yield
nearly identical performance. Yet these mappings can differ greatly in terms of their mechanism
of achieving the performance. Because the Rashomon set is broad, training may—and as our ex-
periments show, often does—converge to high-performing solutions that exploit shortcuts such as
clickbait. These models score well in-sample but generalize poorly.

Knowledge guidance modifies this process by requiring that solutions not only fit outcomes
but also align with a validated set of hypotheses about why those outcomes arise. From the
Rashomon Set perspective, this amounts to intersecting the large set of high-performing mod-
els with a knowledge-consistent subset. The constraint thus serves as a regularizer: it prunes
brittle, shortcut-driven mappings while preserving those that remain accurate and semantically
grounded. Crucially, because the Rashomon set is large, there is substantial overlap between
outcome-accurate models and hypotheses-consistent ones. As a result, performance is not re-
duced, but becomes more robust. As we will show in the experiments, vanilla DPO attains high
scores largely by exploiting shortcuts such as clickbait, while knowledge-guided DPO achieves
comparable or even better results without such reliance, reducing reward hacking and improving

robustness.
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EXPERIMENTS

We conduct a series of experiments using the Upworthy dataset of headline A/B tests to evalu-
ate the effectiveness of our framework. Our analysis proceeds in three stages.

First, we examine whether knowledge synthesized by an LLM provides value in guiding fine-
tuning: (i) we test whether knowledge guidance improves click-through rate (CTR), using both
model-based evaluation and human judgment (§5.1); (ii) we compare how the performance is
achieved by analyzing linguistic characteristics of generated headlines—specifically, the use of
clickbait words and lexical diversity—for vanilla DPO and our knowledge-guided DPO (§5.2);
(iii) we assess the incremental value of knowledge under varying amounts of available training
data, reflecting real-world data constraints (§5.3).

Second, we examine how the number of examples in the mini-batch provided to the reasoner
LLM affects hypothesis generation. Specifically, we vary the mini-batch size and evaluate the
generalization behavior of the resulting hypotheses using empirical error, vocabulary diversity,
and KL divergence (§5.4).

Finally, we test the robustness of our framework in a more complex, multi-objective setting that
optimizes for both CTR and relevance. Starting from a multi-objective DPO baseline, we evaluate

whether knowledge guidance offers additional benefits beyond standard objective weighting (§5.5).

Does Knowledge Guidance in Fine-Tuning Improve Click-Through Rates?

We evaluate whether incorporating knowledge guidance during fine-tuning improves the gener-
ator model’s ability to produce high-performing headlines, as measured by a scoring model trained
on the CTR data from historical A/B test data.

We fine-tune the generator LLM, LLaMA 3.2-3b-Instruct, using our knowledge-guided
framework. Following the standard Direct Preference Optimization (DPO) formulation, we con-
struct winner—loser pairs based on observed CTR: given two candidate headlines for the same ar-

ticle, the one with the higher CTR is treated as the preferred choice. The model is then optimized
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to generate headlines that align with these implicit preferences.

Baselines. We compare our method against two categories of baselines:

(1) Pretrained models without fine-tuning. These include the same LLaMA 3.2-3b-Instruct
model used in our framework, as well as GPT-4 o0, prompted in both zero-shot and few-shot con-
figurations.

(i1) Fine-tuned models without knowledge guidance. These include (a) supervised fine-tuning
(SFT) using labeled headline pairs, and (b) vanilla DPO fine-tuning using the same winner—loser

CTR pairs, but without any hypothesis-based guidance.

Model-based Evaluation To assess headline catchiness at scale, we use a surrogate scoring
model that assigns a score between 0 and 1 to each headline. The architecture and training proce-
dure follow the induction model described in Section 4.1, with one key difference: the data used
for training.

During training, the scorer f(-) is fit only on the training set to guide hypothesis selection. For
evaluation, however, we retrain the model on the entire dataset to maximize its accuracy, and refer
to this fully trained evaluation model as f. This approach ensures the most reliable possible scoring
for headline comparisons across methods. Importantly, because ]E is not used during the training
or fine-tuning of any generation models, it also prevents overfitting or “cheating”—ensuring that
no model is directly optimized to exploit this evaluation function.

Figure 4 summarizes the average catchiness scores of generated headlines across models. Pre-
trained models that have not been fine-tuned for engagement—including both GPT-40 and LLaMA
3.2-3b-instruct—achieve lower scores, as they lack task-specific alignment. Supervised
fine-tuning (SFT) improves over these baselines by learning from historical labels, but its aver-
age score remains near 0.5 and still trails human-written headlines—reflecting SFT’s tendency
to replicate patterns rather than optimize preferences. Vanilla DPO outperforms SFT by directly
maximizing preference signals derived from CTR. Adding knowledge guidance to DPO boosts
performance further, demonstrating the value of theory-guided alignment.
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Figure 4: The average catchiness score of headlines generated by different methods

Figure 4 reports two /3 settings (0.075 and 0.05). In both cases, knowledge-guided DPO boosts
catchiness—by 11.7% and 3.4%, respectively. Because a smaller § weakens the regularization
term (Rafailov et al. 2024), the model relies more heavily on data; consequently, overall catchiness
rises as [ decreases.

At first glance, Figure 4 might suggest that vanilla DPO with a low [ performs nearly as well
as knowledge-guided DPO in terms of catchiness. However, this similarity warrants caution. First,
surrogate scores do not always reflect human preferences, so it is important to test whether such
gains hold in human evaluation. Second, lower § weakens DPO’s regularization (Rafailov et al.
2024), allowing the model to overfit and exploit spurious patterns—boosting catchiness at the cost
of relevance or quality.

To probe these risks, we next present (i) a human evaluation of headline preferences and (ii) an

analysis of potential reward hacking behaviors.

Human Evaluation We conduct an experiment to compare the click-through rates of headlines
generated via three methods:
(1) the original Upworthy headline written by a human (control),

(i1) a headline produced by vanilla DPO (treatment 1), and
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(ii1) a headline produced by knowledge-guided DPO (treatment 2).

From the test set, we randomly sampled 100 articles. For each article, we constructed a
multiple-choice question with the three headline variants presented in randomized order. See Ap-
pendix A for an example of each type of headlines. Each question was rated by 15 participants,
yielding head-to-head comparisons across methods.

We recruited 150 participants from the United States through the Prolific platform, which is
known for providing high-quality data from a diverse participant pool. Each participant answers
10 questions. Of the 150 who began the survey, 142 completed it, resulting in 1,420 recorded
headline choices (142 participants x 10 questions).

Table 2: Results of Human Evaluation for Headline Click-Through Preference

Method Total Clicks Percentage of clicks Percentage of Winning
Knowledge-Guided DPO 540*** 38.0% 44.0%

Vanilla DPO 447 31.5% 27.0%

Original Headline 433 30.5% 29.0%

Total 1420 100.0% 100.0%

**p < 0.001

Table 2 shows that knowledge-guided DPO headlines attracted the largest share of clicks (38%)
and achieved the highest win rate, leading on 44% of articles. In contrast, vanilla DPO headlines
(31.5% clicks, 27% wins) performed no better than the original human-written headlines (30.5%
clicks, 29% wins), despite being fine-tuned with the data.

Qualitative feedback helps explain this pattern. Several participants noted that while vanilla
DPO headlines were “catchy” and evoked curiosity, they often resembled clickbait. This reduced
participants’ willingness to click, suggesting that contemporary readers are more attuned—and
more averse—to clickbait cues than audiences a decade ago when the original Upworthy experi-
ment was conducted. Recent studies report that online audiences are increasingly wary of clickbait,
with some even experiencing “clickbait fatigue” or backlash effects when exposed to exaggerated
headlines (D. Molina et al. 2021; Muddiman and Scacco 2019). This helps explain why vanilla

DPO, when tuned on engagement data from a decade ago, produces headlines that feel dated and
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less persuasive to today’s readers.

By contrast, knowledge-guided DPO achieves stronger and more generalizable performance
because it captures deeper drivers of engagement rather than latching onto surface-level triggers.
Knowledge serves as an inductive bias that regularizes model behavior: it prevents overreliance
on transient lexical tricks and instead steers the generator toward strategies that remain effective

across shifting reader preferences.

Does Knowledge Guidance in Fine-tuning Reduce Reward Hacking?

We next examine whether incorporating knowledge into DPO reduces reward hacking—the
tendency of models to exploit superficial correlations in the training signal rather than genuinely
learning the intended objective. In our setting, this manifests when the model latches onto eas-
ily reproducible surface cues (e.g., clickbait phrases) that boost short-term CTR but undermine
long-term quality and trust. To provide a stringent test, we focus on the 5 = 0.05 setting, where
knowledge-guided DPO showed smaller gains in the score provided by f(-), and ask whether its
advantages emerge more clearly when evaluating shortcut behavior. We evaluate two complemen-
tary aspects of such shortcut exploitation: the reliance on clickbait terms and the overall lexical

diversity of generated text.

Clickbait Language Frequency To assess shortcut reliance, we compare headlines generated
by DPO with and without theory-based regularization. Prior work has shown that certain click-
bait phrases—e.g., “shocking”, “never”—inflate CTR by triggering curiosity, without necessarily
improving substantive quality. We curated a list of such terms by measuring the frequency of
the words and cross comparison with phrases from Chakraborty et al. (2016) and report 8 most
representative examples for visualization.

We find that Vanilla DPO greatly increased reliance on this type of language. For instance,
the usage of “this is” rose from 2% from the original Upworthy data to 56%, and the usage of

“shocking” rose from 0.7% in the baseline to 43.7% after vanilla DPO fine-tuning, as shown in

Figure 5. This pattern arises because, statistically, headlines containing clickbait terms like these
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Word Frequency Comparison

PHRASE MEAN CTR % INCREASE WIN RATE

™ Method
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N &= PO Knowiedge Guded  Shocking 0.0176 22.2% 72.5%
_w this is 0.0170 18.2% 60.2%
S never 0.0169 17.9% 65.1%
g what happens 0.0169 17.5% 67.4%
£ 5 truth 0.0163 13.1% 65.9%
first 0.0147 2.3% 65.3%
10 dark 0.0150 4.1% 61.4%
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thisis  shocking truth first what happens never  one thing dark
Clickbait style words & phrases

Table 3: Mean CTRs, percentage increase,
Figure 5: Percentage of headlines using and the winrate for headlines containing
representative clickbait language. different phrases.

exhibit a strong positive association with higher CTRs. As an example, we report the average
CTR of headlines that contain each phrase in Table 3. It shows that headlines that contain these
keywords significantly boost the CTR. For example, headlines that contain “shocking” increase
the CTR by 22.2% compared to headlines without the clickbait phrases.

Moreover, these terms are disproportionately favored during DPO training. When examining
the preference data, we find that headlines containing clickbait phrases are more frequently labeled
as winners. For example, those with “shocking” win 72.5% of the time. Since DPO updates
parameters to increase the likelihood of winner outputs, this mechanism implicitly amplifies the
frequency of such phrases, resulting in a significant boost of appearance as shown in Figure 5.

The above analyses explain how the model overexploits surface-level correlations, a classic
case of reward hacking: it maximizes the reward signal by latching onto superficial lexical patterns
rather than capturing deeper audience interests. By contrast, knowledge-guided DPO significantly
dampened this effect, as shown in Figure 5 - the uses of clickbait phrases significantly dropped to
close to the levels in the original headlines. This suggests that the added knowledge regularizes
against exploitative shortcuts by steering the model away from over-relying on a single phrase.

While the above analyses focus on a small set of representative clickbait terms, they capture
only one facet of shortcut reliance. To obtain a more holistic view of lexical behavior, we next

examine the overall distribution of word usage across the entire vocabulary.
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Figure 6: Vocabulary diversity—slower decay reflects richer lexical variety.

Vocabulary Diversity Shortcut exploitation often coincides with reduced linguistic richness, as
overuse of a small set of high-impact words yields repetitive outputs. To capture this dimension,
we analyze vocabulary diversity using a Zipf’s Law plot (Gabaix 1999; Piantadosi 2014), which
relates word frequency to rank on a log-log scale. A steeper slope indicates over-reliance on a
narrow vocabulary, while a flatter slope reflects richer, more varied word usage. In the low-rank
(high-frequency) region, the Vanilla DPO curve is highest, indicating heavy concentration on a few
common words. As rank increases, it declines steeply, signaling limited use of rare words. Human-
written headlines show the slowest decay, reflecting richer vocabulary, while Knowledge-Guided
DPO lies in between—more diverse than Vanilla DPO, though not matching human writing. There-
fore, instead of mechanically repeating limited triggers, the model learns more nuanced strategies
to capture audience attention, and is able to do it even better, as shown in the analyses in §5.1. In
other words, with a better understanding of why certain headlines perform well, knowledge-guided
DPO can achieve the same or even better communicative purposes without resorting to repetitive

lexical artifacts.

Connecting Back to the Rashomon Perspective. Taken together, the analyses so far echo the
Rashomon set perspective outlined earlier. The Rashomon view emphasizes that there can be

many different paths to achieving similar predictive performance. Our results illustrate this di-
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rectly: knowledge-guided DPO achieves performance that is comparable to, and often exceeds,
vanilla DPO—showing that restricting the solution space with validated hypotheses does not re-
duce predictive power. Yet the paths by which these outcomes are reached differ sharply. Vanilla
DPO gravitates toward shortcut solutions, most visibly through overuse of clickbait and reduced
lexical diversity, whereas knowledge-guided DPO selects from the overlapping subset of models
that are both outcome-accurate and hypothesis-consistent. This shift confirms the Rashomon set
intuition: when the feasible set of high-performing models is large, knowledge guidance does not
eliminate strong solutions, but instead steers training toward those that are robust, interpretable,

and less prone to reward hacking.

Summary. Both analyses reveal that vanilla DPO exhibits classic reward-hacking behavior; it
overuses clickbait language and reduces lexical diversity to artificially boost CTR. By contrast,
knowledge-guided DPO curbs these tendencies, yielding headlines that are not only effective in

attracting clicks (aligned with marketer objectives), but also with more natural and varied language.

How Does Knowledge Guidance Interact with Data Availability?

We now examine how the value of knowledge guidance varies with the amount of training
data. This question is practically important: in many real-world applications, firms face limited
access to preference data because A/B testing is costly and time-consuming. If knowledge-guided
fine-tuning can compensate for scarce data, it would offer a powerful tool for improving model
performance in low-data regimes.

Our framework uses natural-language hypotheses—generated by a strong pretrained LLM—as
structured inductive priors that guide fine-tuning. These hypotheses inject semantic information
into the model, and their value should be especially pronounced when empirical training data is
limited. This raises a natural question: how does the marginal benefit of knowledge guidance vary
with the amount of available data? In particular, can knowledge compensate for data scarcity, and
if so, when does it offer the greatest gains?

To test this, we train knowledge-guided DPO on progressively smaller fractions of the training
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set (1%, 10%, 25%, and 50%) and measure its performance relative to vanilla DPO trained on the
full dataset (Figure 7). For consistency, the entire framework—including the score function f(-)
used in knowledge induction—is trained only on the same partial data, while evaluation relies on
a scoring function f trained on the full dataset for comparability. We repeat this analysis for both

B =0.05and 8 = 0.075.
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Figure 7: Performance comparison with and without knowledge using different amount of
training data

The results reveal that the largest gains from knowledge appear when we have a limited number
of experimental data for alignment. With as little as 10%-25% of training data, knowledge-guided
DPO substantially outperforms vanilla DPO, even approaching its full-data baseline. As the train-
ing set grows larger, the performance gap narrows, though knowledge guidance continues to offer
modest improvements.

From a practical standpoint, this property is especially valuable. Because preference data
such as click-through rates must be collected through user-facing experiments, it accumulates
slowly—especially for new products, campaigns, or user segments. The ability to inject strong
priors via natural-language hypotheses allows knowledge-guided DPO to deliver robust results
even when data is scarce, reducing firms’ reliance on exhaustive experimentation and accelerating

model deployment.

32

Marketing Science Institute Working Paper Series



How Mini-Batch Size Affects Hypothesis Generalization

We now examine how mini-batch size b—the number of preference-labeled examples used
to condition the reasoner LLM—affects the generalization quality of its hypotheses. Since each
hypothesis is generated via abductive reasoning over b pairs of examples, this design parameter
introduces a fundamental trade-off: small batches may yield vague, generic hypotheses due to
insufficient structure, while large batches may encourage overfitting to batch-specific artifacts,

producing overly narrow or brittle explanations.

Generalization Error To assess generalization, we compute the empirical error of individual
hypotheses on a separate hold-out set of headline pairs. Each hypothesis is inserted into the prompt
of a small LLM (GPT-4.1-mini), which is then asked to predict the preferred headline for each
pair. We record the proportion of incorrect predictions as the empirical error. This quantity serves
as a direct proxy for generalization: a low error indicates that the hypothesis encodes a broadly

applicable principle, while a high error suggests poor transfer beyond the batch from which it was

derived.
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y
produced at different mini-batch sizes measure in the fraction of unique bigrams.

Figure 8 reports mean empirical error across mini-batch sizes b € {1,5,20,50}. On average,

individual hypotheses achieve an accuracy of roughly 30% (error rate &~ 70%). Although this may
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appear low, it is consistent with the fact that headline appeal arises from heterogeneous factors (e.g.,
emotional framing, concreteness, novelty), and any single hypothesis typically captures only one
of these aspects. This limitation is inherent and intentional: our framework relies on aggregating a
diverse set of hypotheses, whose combined coverage spans multiple explanatory dimensions.

The error curve exhibits a U-shaped pattern. At very small b, hypotheses remain close to the
zero-shot prior and are often vague or generic, yielding high error. As b increases, the reasoner
generates more task-relevant hypotheses and empirical error declines. However, beyond a certain
point, further increasing b leads to degradation in generalization. Hypotheses become too tightly

coupled to batch-specific artifacts, reflected in a rise in hold-out error.

Lexical Diversity Grows with b. To better understand how mini-batch size shapes hypothesis
quality, we also measure lexical diversity using a standard metric: distinct-2 (bigram diversity) (Li
et al. 2015). Distinct-2 computes the ratio of unique bigrams to total bigrams in the generated text,
capturing how varied and non-repetitive the language is. As shown in Figure 9, diversity increases
monotonically with b, indicating that larger batches lead to greater surface-level variation in the
generated hypotheses. This reflects the increasing influence of batch-specific signals, allowing the
reasoner LLM to move away from generic zero-shot responses toward more customized outputs.
However, this increase in diversity does not necessarily signal better generalization. As shown
in Figure 9, generalization error decreases initially but then rises again at large b, even as diversity
continues to grow. This divergence suggests that excessive diversity may result from overfitting
to batch idiosyncrasies rather than encoding transferable insights. In other words, diversity alone
is not a sufficient proxy for quality—what matters is whether that diversity is anchored in broadly

applicable principles.

PAC-Bayesian Interpretation. To formalize this tradeoff, we draw on PAC-Bayesian theory,
which provides high-probability generalization bounds for data-dependent distributions over hy-
potheses. These bounds consist of two terms: the empirical risk of the learned distribution and a
complexity penalty proportional to KL(Q g|P), the Kullback—Leibler divergence between the pos-
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KL Convergence between
posterior and prior distribution of hypotheses
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Figure 10: Empirical KL(Q g|P) for hypotheses generated the reasoner LLM (0 3) across
mini-batch sizes b, averaged over the total number of clusters set to 10 to 30.

terior ()5 (hypotheses generated after conditioning on batch B) and the data-independent prior PP
(zero-shot hypotheses). The PAC-Bayes bound thus captures a core tradeoff: increasing b reduces
empirical error in-sample but inflates KL(Q 5| P), weakening generalization guarantees.

Since we cannot access the probability outputs of 03, we approximate this KL divergence
empirically by embedding generated hypotheses and clustering them to construct discrete distri-
butions over hypothesis space. We vary the total number of clusters from 10 to 30 for robustness
of the analyses. For each b, we compute KL(Q B |p) where Qp and P are empirical posterior and
prior distributions derived from cluster frequencies (see Figure 10). As expected, KL divergence
grows monotonically with b: small batches yield posteriors close to the prior, while large batches
induce stronger shifts in the hypothesis distribution.

Taken together, the empirical error and KL curves reveal a consistent pattern. Small b produces
low KL but high error (underfitting), while large b achieves lower in-sample error but at the cost
of higher divergence from the prior (overfitting). Moderate batch sizes strike the best balance,
producing hypotheses that are both specific enough to improve accuracy and stable enough to
generalize. These empirical patterns are consistent with the formal PAC-Bayes bound, which
guarantees that the expected out-of-sample loss under () is bounded by its empirical loss plus a

penalty term increasing in K L(Q)g||P). We state this result formally in Appendix B.
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Composite Objective for Multi-Dimensional Alignment

While catchy headlines can boost click-through rates (CTR), relevance—the semantic fidelity
between a headline and its corresponding article—is essential for sustaining long-term engage-
ment, fostering user trust, and maintaining platform credibility. Optimizing solely for CTR in
preference-based tuning risks prioritizing superficial curiosity over content integrity, since the re-
ward signal focuses exclusively on short-term engagement, and an LLM can drift toward producing
attention-grabbing but misleading headlines.

To address this, we replace the single-objective, CTR, with a composite score:

s(h™) = CTR(AD) + a - r(a, B, 4)

where each 7(a, h(?)) measures the relevance between article content o) and headline h. The
hyperparameter o governs the trade-off: larger values place greater emphasis on relevance, smaller
values on catchiness. For each headline pair in DPO, the winner and loser are determined by this
composite score rather than CTR alone.

By aligning on a composite multi-dimensional objective, the model learns to produce head-
lines that are both engaging and faithful to the source content—mitigating reward hacking and

promoting sustainable audience satisfaction.

Training a Relevance Scoring Model from Human Labels Because the Upworthy corpus lacks
headline—article relevance labels, we annotate them ourselves. We sample 50 articles and gener-
ated eight candidate headlines per article—four from vanilla DPO and four from knowledge-guided
DPO at different S—yielding 400 article-headline pairs. Each headline is averagely rated by 10
human annotators on average. The percentage of annotators rating “relevant” is used as the target
labels for training a regressor for evaluating the relevance of a headline for a given article. Dur-
ing subsequent training, r(a'”, h(") supplies the relevance term in the composite score of Eq. (4),

allowing our pipeline to optimize both click-through potential and semantic fidelity without addi-
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tional human annotation at generation time.

Adapting the Framework to Composite Alignment Objective We adapt our knowledge-guided
DPO framework with two modifications. First, preference labels are computed from the composite
score in Eq. (4), balancing catchiness and relevance rather than optimizing catchiness alone. Sec-
ond, during hypothesis generation, we augment the abductive prompts to also consider relevance:
given a batch of articles with their associated headlines and relevance judgments (relevant vs. irrel-
evant), the LLLM is asked to analyze patterns or characteristics that distinguish relevant headlines
from irrelevant ones. Thus, the knowledge synthesis step forms a knowledge base that consists of
both catchiness-oriented hypotheses and relevance-oriented ones. The optimization via simulated
annealing searches from two hypothesis pools to find the optimal two sets and then includes both
sets in fine-tuning via DPO.
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Figure 11: The regularization path for using 3 versus using knowledge guidance.

Regularization by knowledge vs. by 5 In vanilla DPO, the hyperparameter 3 controls how far
the fine-tuned policy may deviate from the base policy, implicitly regulating the trade-off between
catchiness and relevance. Since pretrained LLLMs typically generate highly relevant headlines, a

large /3 leads the model to stay close to the base policy—preserving relevance but limiting gains in
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catchiness. Reducing [ loosens this constraint, allowing greater deviation and higher catchiness,
but often at the expense of relevance. In this sense, § acts as a built-in regularizer.

We compare this baseline form of regularization to the knowledge regularization in our frame-
work. Starting from the same baseline (3 = 0.05), we increase catchiness in two ways: (1) by
reducing [ in vanilla DPO, and (2) by keeping [ fixed but adding theory-driven knowledge guid-
ance. We then adjust (3 in vanilla DPO until its catchiness matches that of the knowledge-guided
model and compare relevance scores.

As shown in Figure 11, vanilla DPO suffers a steep relevance drop at matched catchiness, while
knowledge-guided DPO maintains substantially higher relevance. This reflects the difference in
how each method navigates the search space. Vanilla DPO achieves gains by loosening constraints,
often leading to superficial shortcuts (e.g., vague teasers, hyperbolic phrases) that decouple head-
lines from article content. In contrast, knowledge-guided DPO biases generation toward seman-
tically grounded strategies (e.g., highlighting specific benefits, audience-aligned framing) learned
through abductive—inductive reasoning.

In effect, knowledge serves as a structured form of regularization; that improves the catchi-
ness of headlines while still preserve relevance, enabling meaningful performance improvements

without sacrificing alignment quality.

CONCLUSION

We have introduced a framework for knowledge-guided alignment that augments preference-
based fine-tuning with LLM-synthesized knowledge. Unlike standard alignment methods such
as RLHF or DPO, which risk reward hacking and reliance on superficial correlations, our ap-
proach uses LLLMs to generate and validate hypotheses that function like theory-based constraints.
These hypotheses provide interpretable structure, anchoring fine-tuning in principles that general-
ize across contexts rather than in transient data patterns.

This approach extends the tradition of theory-guided modeling in marketing and economics.

Just as structural models constrain estimation with behavioral theory, our method uses LLMs to
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surface and formalize tacit knowledge that can serve as regularization for machine learning. The
key departure from prior work is scalability: instead of relying on labor-intensive manual curation
and codification of theory, we leverage pretrained LLMs to synthesize knowledge by inductively
validating the LLM’s abductive hypotheses based on limited data on the full set of observed data
patterns. Our approach is particularly useful in marketing settings such as content marketing when
theory may be incomplete and tacit, and therefore difficult to formalize.

The empirical results on the Upworthy headline dataset confirm the value of our framework.
Knowledge-guided fine-tuning improves performance on catchiness and relevance, while also mit-
igating reward hacking behaviors such as excessive clickbait. These gains are particularly strong
in low-data (limited number of A/B tests) settings, where validated hypotheses provide guidance
that compensates for a limited number of A/B tests for training. This property is practically impor-
tant: firms often face limited access to training data, since user preference experiments are costly
and time-consuming. The ability to inject strong priors via natural-language hypotheses enables
managers to accelerate time-to-market while reducing reliance on extensive experimentation. By
guiding models toward deeper behavioral drivers, knowledge guidance balances immediate en-
gagement goals with long-term brand trust.

More broadly, our findings highlight that pretrained LLMs encode useful generalizations that
can be leveraged not just for content generation, but across applications as a tool for hypothe-
sis generation and validation. By combining abductive generation with inductive validation, we
provide a method for aligning generative Al with underlying mechanisms of consumer response.
The paradigm is domain-agnostic: it can be applied wherever outcome data are available (“what
works”) but the drivers behind those outcomes (“why it works™) remain latent. For marketing
scholars, this opens a path toward more interpretable, transparent, and generalizable applications
of Al—linking empirical regularities to the mechanisms that explain them. Ultimately, our work
offers both a practical blueprint for firms deploying generative Al and a conceptual advancement
that integrates interpretable, theory-driven insights directly into scalable, data-driven methodolo-

gies.
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APPENDIX

A. EXAMPLE QUESTIONS IN THE HUMAN EVALUATION

Source Headline

Original I Never Knew American Healthcare Was A Lottery Till I Saw What This Guy Had To Say

Vanilla DPO The Shocking, Unbelievable Truth About the Broken American Healthcare System Exposed
in One Jaw-Dropping Video

Theory-guided A Single Doctor’s Unflinching Look at America’s $3.8 Trillion Health Disaster

Original The New High-Tech Medical Device That’s Changing Lives For Little Money
Vanilla DPO A Revolutionary Device Is Implanting a New Standard of Immortality, One Person at Assistant

Theory-guided A Tiny Implant Lets People with Paralysis Type a Message with Their Brain

Table 4: Examples question choices in the human evaluation.

B. PAC-BAYESIAN PERSPECTIVE ON HYPOTHESIS GENERALIZATION

We apply standard PAC-Bayesian theory to analyze the generalization properties of natural lan-
guage hypotheses generated by large language models (LLMs). In our framework, each hypothesis
is abductively proposed from a small batch of preference-labeled headline pairs. A central ques-
tion is whether such hypotheses generalize beyond the mini-batches that produced them. The
PAC-Bayesian framework (McAllester 1999) offers a principled lens for answering this question,
by bounding out-of-sample loss in terms of in-sample error and the divergence from a prior.

Classical PAC-Bayes Setting. Let X be an input space and ) an output space. A predictor
f:X — Yincurs aloss ¢(f(x),y) on data (z,y). The generalization risk is

Ecxy)~p[L(f(X),Y)],

and its empirical counterpart is the sample average over S.

PAC-Bayes considers a distribution () over a hypothesis space H (here, a space of predictors),
together with a data-independent prior P. After observing data, one may form a data-dependent
posterior (). We assume absolute continuity () < P so that KL(Q|P) is finite. This divergence
quantifies the “cost” of moving from prior to posterior, and appears as a complexity term in PAC-
Bayes bounds.

Adaptation to Hypothesis Generation. In our setting, each input = = (21, z) is a pair of head-
lines and the label y € <, > indicates which has higher CTR, yielding a binary classification
problem. Let H be the space of natural-language hypotheses that attempt to predict the winner
from a pair. For h € H and z, define the loss L(h, z) € [0, 1], where 0 indicates correct prediction
and 1 indicates error.
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The prior P is induced by the pretrained LLM in zero-shot mode, while conditioning on a
mini-batch B of b examples yields a posterior (), the distribution over hypotheses proposed af-
ter observing B. Thus, KL(Qg|P) measures the extent to which conditioning on B shifts the
hypothesis distribution away from the pretrained prior.

Generalization Bound (from Standard PAC-Bayes Theorem)

As a starting point, we recall the classical PAC-Bayes bound (e.g., McAllester 1999; Catoni
2007; Alquier 2021) —expressed in our notation—to help in interpreting our empirical patterns.

Theorem 1 (PAC-Bayes Bound). Let H, L, S, D, and P be as defined above. For any fixed mini-
batch B C S of size b, and any posterior distribution () g over hypotheses generated from B, the
following holds with probability at least 1 — § over the draw of sample S of size n:

KL(Qg||P) + log 2
2n

1 n
Enngp Eonp[L(h, z)] < - ;EhNQB [L(h, z)] + \/

This states that, with high probability, the generalization loss under () does not exceed its
empirical loss on S by more than a complexity term that grows with KL(Q || P) and shrinks with
n. This bound states that the expected generalization loss of the hypotheses sampled from () g is
controlled by (i) their empirical loss on the observed data, and (ii) their divergence from the prior
P. The latter term acts as a regularizer, penalizing posteriors that deviate too far from the prior and
thus potentially overfit.

Interpretation. This classical PAC-Bayes bound provides theoretical justification for our em-
pirical finding that small mini-batches produce generic, underfit hypotheses (high error, low KL),
while large batches produce more specific but potentially overfit hypotheses (lower error, high KL).
The tradeoff between these regimes, observed in Figure 8 and Figure 10, aligns with the structure
of the bound above: increasing empirical fit (lower in-sample error) must be balanced against in-
creasing divergence from the prior. The “sweet spot” in mini-batch size corresponds to a region
where this tradeoff is optimized.
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